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Abstract

During the period of 7/1/2008 - 12/31/2008, we performed the following studies on radar
sensor network and other related areas:

1. Radar Sensor Network Using A New Triphase Coded Waveforni: Theory and Application;

2. Sense-Tlrough-Wall Channel Modeling Using UWB Noise Radar

3. Optimized Punctured ZCZ Sequence-pair Set: Design, Analysis and Application to Radar
Systeni:

1. A Triphase Coded Waveforin: Design, Analysis and Application tp Radar Systenn:

5. Combined-Jannmug nterference Analysis for FI1/MFSK Multi-Radio Wireless Mesh Net-
works:;

6. Passive Geolocation of RF Emitters by Netcentric Small Umnanned Aerial Systemns (SUAS).

1 Radar Sensor Network Using A New Triphase Coded Wave-
form: Theory and Application

In radar sensor network (RSN), interferences among radars can be effectively reduced when wave-
forins are properly designed. In [1][5], we firstly performed some theoretical studies on coexistence
of phase coded waveforms in RSN. Then we gave the definition of new kind of triphase coded wave-
formsoptimized punctured Zero Correlation Zone sequence-Pair Set (ZCZPS) and analyze their
properties especially their optimized cross correlation property of any two sequencepairs in the
set. Besides, we applied our newly provided triphase coded waveforms and equal gain combination
technique to the system simulation and study the performances versns different mimmber of radars
in RSN under the condition of either Doppler shift or tune delay. Simulation results showed that
detection performancees of RSN (applying our optimized punctured ZCZPS and equal gain combi-
nation) with or without Doppler shift are superior to those of singler radar. In [9], similarly to the
RSN, we extended our design to nnderwater sonar sensor networks.
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2 Sense-Through-Wall Channel Modeling Using UWDB Noise Radar

Sensing-through-wall will benefit various applications such as emergence rescues and military op-
crations. In order to add more signal processing functionality, it is vital to understand the char-
acterization of sense-throngh-wall channel. In {2]. we proposed a statistical channel channel model
on a basis of real experimental data using UWD noise radar. We employ CLEAN algorithm to
obtain the multipath channel impulse response (CIR) and observe that the amplitude of channel
coeflicient at each path ecan be accurately characterized as T location-scale distribution. We also
analyzed that the multipath contributions arrive at the receiver are grouped into clusters. The
time of arrival of clusters can be modeled as a Poisson arrival process, while within each cluster.
subsequent multipath contributions or rays also arrive according to a Poisson process. However,
these arrival rates are much smaller than those of indoor UWD channels.

3  Optimized Punctured ZCZ Sequence-pair Set: Design, Analysis
and Application to Radar System

Based on the zero correlation zone (ZCZ) concept, m [3] we presented the definition and properties of
a set of new triphase coded waveforms ZCZ sequence-pair set (ZCZPS) and propose a method to use
the optimized punctured sequence-pair along with Hadamard matrix in the zero correlation zone in
order to construct the optimized punctured ZCZ sequence-pair set (optimized punctured ZCZPS).
According to property analysis, the optimized punctured ZCZPS has good autocorrelation and
cross correlation properties when Doppler shift is not large. We apply it to radar target detection.
The simulation results showed that optimized punctured ZCZ sequence-pairs (optimized punctured
Z2CZPs) outperform other conventional pulse compression codes, such as the well known polyphase
codeP4 code.

4 A Triphase Coded Waveform: Design, Analysis and Application
tp Radar System

In [4], we presented new developed triphase code punctured binary sequence-pair. The definitions
and the autocorrelation properties of the proposed code are given. Doppler shift performance is also
mvestigated. The significant advantages of punetured binary sequencepair over conventional pulse
compression codes, such as the widely used Barker codes, are zero autocorrelation sidelobes and the
longer length of the code which can be as long as 31 so far. Applying the codes in the radar target
detection system simulation. punctured binary sequencepair also outperforms other conventional
pulse compression codes. Therefore, our proposed code can be used as good candidates for pulse
compression code.

5 Combined-Jamming Interference Analysis for FH/MFSK Multi-
Radio Wireless Mesh Networks

Ior the past decades. the performances of frequency-hopping systems under various jamnmning
strategies have been investigated. In [6]. we considered the performance of the noncolerent slow
frequency-hopping system with M-ary frequencyshift- keyed modulation (NC-FH/MFSK) under
independent multitone jamning (IN'TJ) and under partial-band jamning (PBJ). The exact BER
expressions of the system under each jamming strategy are derived. Then. we combine the two




expressions together to develop a new interferenice model for multi-radio frequency-hopping wire-
less mesh networks (MR-FH WMN). Because it takes into account beth the cochannel and the
coexisting-network interferences, the new interference modet thus reflects a very realistic mterfer-
ence situation and it can be incorporated to the channel assignment (CA) algorithms to assign
appropriate channels (or hopping pattern, in our case) to interfaces of the routers in the niesh
network. In addition, we also compare the performances of NC-FH/4FSK system under the two
jamming strategies, the mmierical results have illustrated that PBJ is more effective jamming
strategy than IMTJ. In[7], we applied this result to wireless mesh networks.

6 Passive Geolocation of RF Emitters by Netcentric Small Un-
manned Aerial Systems (SUAS)

Conventional geolocation of RF emitters hias adopted active triangulation methodology. One suc-
cessful commiercial example is satellite-based global positioning system (GPS). However the active
localization i some cases can be extremely valerable especially for battlefield. In [8], we designed
a netcentric Small Unmanned Aerial System (SUAS) for passive geolocation of RF emitters. Each
small UAV is equipped with multiple Electronic Surveillance (ES) sensors to provide local mean
distance estimation based on received signal strength indicator (RSSI). Fusion center will determine
the location of the target through UAV triangulation. Different with previous existing studies, our
method is on a basis of an empirical path loss and log- normal shadowing model, from a wire-
less commumnication and signal processing vision to offer an effective solution. The performance
degradation between UAVs and fusion center is taken into consideration other than assume lossless
communication. We analyzed the geolocation error and the error probability of distance based on
the proposed system. The result showed that this approach provides robust performance for high
frequency RFE emitters.
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Abstract

In radar sensor network(RSN), mterference unth each radar can be cffectively reduced when wave-
forms are properly designed. In this paper. we firstly perform some theorctical studies on co-existence
of phase coded waveforms m RSN. Then we give the definition of new kind of triphase coded
waveforins optunized punctured Zero Corielation Zone(ZCZ) sequence-parr set and analyze them
properties especially their optimized cross correlation property of any two sequence-pairs in the sct.
Also, we study the performances versus different number of radars m RSN under the condition
of either doppler shift or not by applying our newly provided triphase coded waveforms and equal
gamn combmation techmaque n the system snnulation. Stmulation results show that performances

of detection of multiradars{applying our optinized punctured ZCZ sequence-parr set and cqual gam




combimation) either under the doppler shift condition or not arc superior to those of singler radar.
Therefore, applyiug our optanized punctured ZCZ sequence-pair set as a bank of phase coded wave-
forms in RSN can effectively satisfy higher demands criterion for detection accuracy m modern

malitary and sceurity affairs.

1 Introduction

A network of multiple radar sensors can be introduced to overcome performance degradation of
single radar along with waveform optimization. This network of radar sensors should operate with
multiple goals managed by an intelligent platform network that can conbine waveform diversity to
meet common goals of platforni, rather than each radar to operate independently.

Much time and effort have been put m waveform design. Bell [1] who mtroduced mformation
theory to radar waveform design, concluded that distributing energy is a good choice to better detect
targets. Sowelam and Tewfik {2] applied a sequential expermment design procedure to select signal
for radar target classification. In their work, each waveform selected maximizes the KullbackLeibler
mformation number that measures the dissimilarity between the observed target and the alternative
targets in order to minimize the decision time. However, all the above researches only focused
on a single active radar. In [3]. Liang studied constant frequency (CI7) pulse waveform design
and proposed maximume-likelihood (ML) automatic target recognition (ATR) approach for both
nonfluctuaing and fluctuating targets in a network of multiple radar sensors. In [4], RSN design
based on linear frequency modulation (LFM) waveform was studied and LFM waveform design
was applied to RSN with application to ATR with delay-doppler uncertainty by Liang as well.
J.Liang [5] provided an orthogonal waveform model for RSN. which eliminates interference wlen
there is no doppler shift. They designed both coherent and noncolierent RSN detection systems

whicli cair apply equal gain combination technique performed by clusterhead to take the advantage




of spatial diversity. In [6]. binary coded pulses using simulated annealing in RSN are highlighted.
Nevertlieless, the radar sensor network using phase coded waveforms has not been well studied.
In this paper. we firstly theoretically study RSN design based on phase coded waveforms: the
conditions for vaveforms co-existence. Then we apply our newly proposed triphase code optimized
punctured ZCZ sequence-pair set to RSN. We perform studies on the codes’ properties, especially
the cross correlation property and analyze the performance of optimized punctured ZC7Z sequence-
pairs in RSN system under the enviromment of doppler shift and time delay for each transimitting
radar sensor. According to the Monte Carlo simulation results, RSN based on optimized punctured
72C7 sequence-pairs provides promising detection performance much better than that of single
radar. in terms of probability of miss and false alarm detection.

The rest of the paper 1s organized as follows. In Section 2. we study the co-existence of phase
coded waveforms. Section 3 introduces the definition and properties of our newly provided triphase
coded waveform-optimized punctured ZCZ sequence-pair set. especially the outstanding cross cor-
relation property. In Section 4. we study the performance versus the number of radars in RSN
either under the condition of doppler shift. or not by applying our triphase coded waveforms and
equal gain combination technique in the system simulation. In Section 5, conclusions are drawn on

radar sensor network using our optimized punctured ZCZ sequence-pairs.

2 CO-EXISTENCE OF PHASE CODED WAVEFORMS IN RSN

In RSN, radar sensors are likely to interfere with each other and the performances may be bad if
their waveforms are not properly designed. Orthogonality can be introduced as one criterion for

the phase coded waveforms design in RSN to make them co-existence.




The phase coded waveform can be defined as

N-] N-l
(1) Z ™t —nr) = Z exp(j2n 3™ (¢ = nr.)) (1)
n=0 n=0

Here, 0 < t <= 1.

The periodic autocorrelation property of the phase coded waveform here is

/2 () (t - 7)dt
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Accordingly, it is easy to see that
77e(3™ = g = k. k=1,2,3. (3)

We assume there are N radars networking together in a self-organizing fashion in our RSN. The

radar 1 transmits a waveform as

N N-1
x(t) - Z xi")(t —nt.) = Z (‘.'lp(jQWJi(")(t n.)) (4)
n=0 n=0

Here, 0 <t <= 7.
When the phase coded waveforms are orthogonal to each other, the interference from one

waveform to the other can be minmimized or even removed. The cross correlation between ir; () and



1,(t) could be

T/2
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The optimized cross correlation is that of orthogonal waveforms

T/2 WNire: 2=
/ xi(t)x;(t)dt = (7)
—3

0 1#)
According to the property of biphase coded waveforms whose phase state is either 0 or 7, it is casy
to see that 77, ([31(") dj(-”)) =km,k =1.2,3.... So the equation (6) can be easily proved to be zero.
when 1 # 7. As a result, biphase coded waveforms which are orthogonal to each other can work
well simultancousty in Radar Sensor Network.

Nevertheless, there are time delay and Doppler shift ambiguity that will introduce interference
to waveforms in RSN. Ambiguity function (AF) [7] is usually used to succinctly characterize the
behavior of a waveform paired with its matched filter. So it is an anlytical tool for waveform design
especially there are time delay and Doppler shift ambiguity.

The matched fikter for waveform x(t) is a*(—t). Since the property performance we analyzed in

this paper 1s the periodic one, the ambiguity function for a single radar is modified and different




from the one in [7]. The ambiguity function of phase coded waveform here can be

Alr, Fp) (8)
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When 1t 1s satisfied that

mr(B = g L Py =kn, k=1,2.3... (9)

the amplitude of ambiguity function turns to be zero. In some other words, based on the result of
(3), A(r, Fp) = 0, when Fj, = T"' sl =Rt

In the RSN, all the radar sensors are transmitting signals, the radar ¢ not only receives its
own back-scattered waveform, but also scattered signals generated by other radars which caused

mterference to radar i. Considering interference from another radar j, if there are time delay and

6




Doppler shift, the ambiguity function of radar i is
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The number of radars can be extended to M m an RSN. Assuming each radar has no time
delay, t; = 19 = tpy; = 0 and considering interferences from all the other M — 1 radars. Assuming

time delay 7 for receiving radar i, the ambiguity function of radar 7 with phase coded waveform

can be

Al IDI ]D'u) (11)
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Here. 0 < 1 <= M. (11) consists of two parts: useful signal(reflected signal from radar ¢ waveform).

j =1 part in the (11); and interferences from other M — 1 radar waveforms. j # i parts in (11).
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3 Perfect Punctured ZCZ Sequence-Pair set

Zero correlation zone(ZCZ) is a new concept provided by Fan [8] [9] [10] in which both autocorrela-
tion and cross correlation sidelobes are zero while the time delay is kept within the Zero Correlation
Zone instead of the whole period of time domain.

Matsnfuji and Torii have provided some methods of constructing ZCZ sequences in [11] [12]. In
this section. we apply optimized punctured sequence-pair [13} in zero correlation zone to construct
a new kind of triphase code-optimized punctured ZCZ sequence-pair set. The newly provided
triphase code which has good autocorrelation and cross correlation properties in ZCZ can be good

candidate for phase coded waveforms in RSN,

3.1 The Definition of Optimized Punctured ZCZ Sequence-Pair Set

Definition 3-1 Assnnw(‘rfp). y}p)) to be sequence-pair set of length N and the number of sequence
pairs K. where p=1,2.3... N - 1.i=0,1.2, ..., K — 1, if all the sequences in the set satisfy the

following equation:

N-1 N-1
_ \_ ) (a)- - (»),.(q)
RI(")TJ"’)(T) - L & y(HJ)mod(N) - Z Y a(i+'r)m(xi(N)
1=0 i=0

AN, forr=0p=q
=50, fort=0.p#gq (12)
0, forO<|r|< 2y
where 0 < A <1, then (rgp). yfp)) is called ZCZ sequence-pair set, ZCZP(N, K, Zg) is a symbol in
short.
Definition 3-2 [13] Sequence u = (ug, uy. ... un_1) is the punctured sequence for v = (vg. vy, vy 1)
0. if j € p punctured bits

uj = (13)
vy, if j € Non-punctured bits




Where p is the number of punctured bits in sequence v, suppose v, = (—1,1), u is p-punctured
binary sequence, (u,v) is called a punctured binary sequence-pair.

Theorem 3-1 [13] The autocorrelation of punctured sequence-pair (u.v) is defined

N-1
Ruo(T) = ) %itisrymoan, 0 S TS N 1 (14)
1=0

If the punctured sequence-pair has the following autocorrelation property:

E, if r = 0modN
Reg(o) = (15)
0, others
the punctured sequence-pair is called optimized punctured sequence-pair [13]. Where. F =
—~N-1 y : :
210 YiVitrymedv = N — p, is the energy of punctured sequence-pair.
The properties, Fourier spectrumn characters, existing necessary conditions and sonte construc-
tion methods with help of already known sequences such as PN code have been proven and given
out by Jiang[]. Many optimized punctured sequence-pairs have been found of length from 7 to 31

2 ) " e B 5 o g s
so far. If (x; () y, ) m Definition 3-1 is constructed by optiunized punctured sequence-pair and a

certain matrix, such as Hadamard matrix or an orthogonal matrix, where

"‘5") €(-1,1), i=0,1.2,.,N — |

ny)(( 1,0,1), =0.1,2,....N — 1]

N-1 N-1
— (p) ( po Z (I’) ()‘

RI(” y"’) L L J(z+1 modN — Ui (1+7)mod'\/
1=0 1=0

AN, fort=0.p=yq
0. forr=0.p#gq (16)

0. for 0 < |7] < Zy

where 0 < A < 1, then (;1'1(7').1/,(7’)) can be called optimized punctured ZCZ sequence-pair set.




3.2 Design for Optimized Punctured ZCZ Sequence-pair Set

Based on odd length optimized punctured binary sequence pairs and a Hadamard matrix. a opti-
nmized punctured ZC7Z sequence-pair set can be constructed on following steps:
Step 1. Considering an odd length optimized punctured binary sequence-pair (u.v), the length

of each sequence is N,

U= UQ, Uy. e UN -1, U € (—1,1),
V=00, V). e UN 1. 0 € (1,0, 1),

i=0,1,2 .. N —1,N, odd

Step 2: Cousider Walsh sequences set(Hadamard matrix) B. the length of the sequence is N,
which is equal to the number of the sequences. In some other words, a Hadamard matrix of order

N5 is considered.

B=(@"b, . pN ),
b= (b},.b’i. S T
]\rp_. lf 7. = ]
Rh’lﬂ =
0, SfEsAY

Step 3. Doing bit-multiplication on the optimized punctured binary sequence-pair and each

Iime of Walsh sequences set B(Hadamard matrix). then sequence-pair set (X.Y) is obtained.

bl = ( 6.’)3....,1}?\:1 1).7. —H ....l‘\lvz — 1.

-

I = UjzmodN, b}mm“\?.() < 1 < ]V-g 1.,0< 7 <N |
X = (2%, ..., M),

T/J - 'L'J’",m”\ll b;"lod‘]\v?.o _\t 1 S 1’\”2 — 10 < ] < A‘V 1,
Ny »])

Y= (1/0. vy
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Where GCD(Ny. Ny) = 1, common divisor of Ny and Ny is 1, N = Ny x Ny. The sequence-pair
set (X.Y') is optimized punctured ZCZ sequence-pair set and Ny — 1 is the zero correlation zone Z.
The length of each sequence in optimized punctured ZCZ sequence-pair set is N = Ny = Ny that
depends on the product of length of optimized punctured sequence-pair and the length of Walsh
sequence in Hadamard matrix. The number of sequence-pair in optimized punctured ZCZ sequence-
pair set rests on the order of the Hadamard matrix. The sequence z' in sequence set X and the
corresponding sequence y' in sequence set Y construct an optimized punctured ZC7Z sequence-pair
(r'.y') that can be used as a pulse compression code. The phase states for any sequence-pair among
(x'.y") are —7.0 and 7. Consequently, our newly provided optimized punctured ZCZ sequence-pair
is a new kind of triphase code. And optimized punctured ZCZ sequence-pair set is made up of a
set of triphase codes.

The correlation property of the sequence-pair in optinnzed punctured ZCZ sequence-pair set is:

Ry (1) = Ry (1) = Ruu(TmodNy) Ry (Tmod Na)

= Ryuu(mmodNy) Ry (Tmod Ng)

ENy, ifr=0.i=j

0. fo<|r|<Ny - 1li=j (17)

0. if i

where Ny — 1 is the zero correlation zone Zg.

Proof:

151




1) When 1 = 3,

m=10k

Ron(0) = E. Ry (0) = Ny,
R0y (0) = Rup(0) Ry (0) = ENa;
0<|r|< Ny —1,

Ryy(T) =0,

Ry1ys (1) = Ry (T110d Ny ) Ry (T1110d N2 ) = 0:
2) When 1 # j.

7o=a0);

Ry (0) =0,

Rr’yf(l)) == Rﬂy'(m

= Ry (tmodN) Ry (TodNo) = 0:
0< |7l < Ny -1,

Rea(im)e=10,

Raynyp (1) = Ryoyp (7)

= Ryp(TmodNy) Ry (TmodNy) = 0.

According to Definition 3-1. the sequence-pair set constructed by the above method is ZCZ

sequence-pair set

3.3 Properties of Optimized Punctured ZCZ Sequence-pair set

Considering the optimized prnctured ZCZ sequence-pair set that is constructed by the niethod

mentioned in the last part. the autocorrelation and cross correlation properties can be simulated
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and analyzed with Matlab. For example. the optimized punctured ZCZ sequence-pair set (XN.Y) is
constructed by 31-length optimized punctured binary sequence-pair (w.v).u = (1111 —-1-1 - 11

111 -1-1-1-11-1-11-1-1111 -111 - 1), » = (1111000101011100001001001110110)
and Hadamard matrix H = [1111;1 - 11 — ;11 — 1= 151 — 1 — 11] of order 4. We follow the three
steps presented in Section 3 to construct the 124-length optinmzed punctured ZCZ sequence-pair
set. The number of sequence-pair here is 4 and the length of each sequence is 31 » 4 = 124 The
first hne of each matrix X' = [xy:72:23:14] and Y = [y1: y2; ya: wa] constitute a certain optimized

punctured ZCZ sequence-pair (ry.y;). Similarly, the second hne of cach matrix X and Y constitute

13




another optimized punctured ZCZ sequence-pair (z2.y2).
rp= ( 1111-1-1-11-11-1111-1-1-1-1
l1—1-11-1-1111 - 111 = 11111 =1 -1
-11-11-1111-1-1-1-11-1-11-1
1111 =111 -11111 -1-1-11-11 - 111
le=xl=1=1-11~1=11L=1-= 1111 — 111 — 1
1M1 -1-1-11-11-1111-1-1-1-11
1-11-1-1111-111 -1 ),
y1 = ( 11110001010111000010010011101101111000
10101110000100100111011011110001010111
00001001001110110111100010101110000100
1001110110 );
o B (T O 2 B o B B (S8 (PR et R | (RS [ e |
m-1111-1-1-111-1111-1-1-1
I-111 —-1111111 — 111 = 11 -1 -1 - 1111
l== 14l = regle = a0, —= Al e 8], e 0 =y =)
] — I e=ilia= 01— | =T LR, — = 1]
- 1111 —-1-—1-11-111 - 1111111 — 111
11-1-1-1111-1-11-1-1-111),
yo= ( 1-11-1000—- 10— 10 - 11 — 10000100 — 1
001 — 1101 — 10— 11 — 1100010101 — 110000
100100 — 11 — 10 - 1101 - 11 — 1000 - 10
10 — 11 — 100001{}} — 1001 — 1101 — 10 — 1

1 1100010101 - 110000 — 100100 — 11 -- 10




Optimized punctured ZCZ sequence-pairs (ry,y;) and (x9,yz) are simulated and investigated in

the following parts.

3.3.1 Autocorrelation and Cross Correlation Properties

The autocorrelation property and cross correlation property of 124-length optimized punctured
7.C7 sequence pair set (X,Y) are shown in Fig.l and Fig.2 .

From the Fig.1l and Fig.2, the sidelobe of autocorrelation of ZCZ sequence-pair set can be as
low as 0 when the time delay is kept within Zg = N; = 31 (zero correlation zone) and the eross
correlation value is kept as low as 0 during the whole time domain.

As it is known that a suitable criterion for evaluating code of length N is the peak signal to

peak signal sidelobe ratio (PSR) of their aperiodic autocorrelation function, whieh can be bounded

by {14]

[PSR)up < 20logN = [PSRuazlan (18)

The only uniform phase codes that can reach the PSR, are the Barker codes whose length is
equal or less than 13. However, the sidelobe of the new code in both Fig.1 and Fig.2 can be as low
as 0. In some other words. the peak signal to peak signal sidelobe can be as large as infinite. In
addition, it is also obvious that the length of the new code can expend to 31 that is much longer

than the length of the Barker code.

3.3.2  Ambiguity function

When the transmitted impulse is reflected by a moving target. the reflected echo signal includes a
linear phase shift which corresponds to a Doppler shift fy [7]. As a result of the Doppler sluft f;.
the main peak of the autocorrelation function is reduced and so as to the SNR degradation shown

as following:




B
: o e < 1
|l = 10log— o FEEHS (19)
Jo @

(s)ed2 aTex*(s)ds

In addition, the sidelobe structure is changed because of the Doppler shift.
Considering the sequence-pair (x.y) here, the recerving sequence in ambignity function is differ-
ent from the echo signal. Furthermore. the periodic correlation is use here. The ambiguity function

listed as (9) can be rewritten as

o

Lty

Alx, Fp)=| / r(Qexp(2rFptyy"(t + T — 7))dt
il

T
2

+/2 x(tyexp(32n Fpt)y"(t - T)dt| (20)

!
=

Equation (20) can be used to analyze the autocorrelation performance within Doppler shift.
Eqguation (20) is plotted in Iig.3 in a three-dimensional surface plot to analvze the radar perfor-
maice of optumzed punctured ZC7Z sequence-pair set within Doppler shift. Here, maximal time
delay is 1 unit (normalized to length of the code, in nnits of NTs) and maximal doppler shift is 3
units for autocorrelation (normalized to the inverse of the length of the code, in units of 1/N'T's). In
Fig.3, there is relative uniform plateau suggesting low and uninform sidelobes. minimizing target

masking ctfect in zero correlation zone of time domain, where Zg = 31, —31 < 7 < 31,7 # 0.

3.4 Co-existence of Optimized Punctured ZCZ Sequence-pairs

Considering interference from another radar j. if there are time delay and Doppler shift, the ambi-

guity function of radar 7 can he expressed as

Al7 Fp Fp;) (21)
= | (' (t)exp(g27 Fp,t) + 27 (t)exp(j2m Fp, t))
Yyt (t — T)dd|
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Fig.4 is three-dintensional surface plot to analyze the ambiguity function of radar i (considering
interference from radar 7).

Generally speaking. Fig.4 closely resembles Fig.3. There is relative uniform plateau suggesting
low and uninform sidelobes, minimizing target masking effect m zero correlation zone of time
domain. where Zy = 3}, =31 < 7 < 31,7 # 0. 1t is easy to see that even considering the
interference from another radar j, the radar i may work as well as there is no interference.

Fig.5 is the output of matched filter of radar 7 (considering interference from radar j) when
there is no Doppler shift.

Fig.1 and Fig.5 are similar. There are regular high peaks on multiples of period 31 which is the
length of zero correlation zone. And the sidelobe can be as low as (0 when the time delay is kept
among zero correlation zone —31 < 7 < 31,7 # 0. The high peak on zero time delay point can be
used to detect targets.

hn addition. output of matched filter of radar ¢ (considering interference from radar j), when
there is no time delay. is illustrated in Fig.6. Here, the Doppler shift is kept ammong 5 units
(normalized to the inverse of the length of the code. in units of 1/NTs). From Fig.6, without time
delay, while the Doppler shift is less than 1 nnit (normalized to length of the code, in units of
NTy). the amplitude decreases sharply. And the amplitude has a downward trend on the whole
frequency domain. For some traditional phase coded waveforms. such as the Barker code, when
Doppler frequencies equal to multiples of the pulse repetition frequency (PRF = 1/PRI = 1/T's)
the ambiguity value turns to be zero. Because of these zeros, such nmltiples of the pulse repetition
frequency will render the radar blind [15] to their velocities. However, in Fig.6, ambiguity values
are zero only when Doppler frequencies are equal to odd multiples of the PRF. Therefore, using
the optimized punctured ZCZ sequence-pair in the RSN system could. to some extent, improve the

blind speed problent in moving target detection systent.
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4 System Simulation in Radar Sensor Network

In RSN of A radars. the combined received signal for the radar ¢ is
M
ri(u,t) = Z.I‘J(f —t))exp(j2nFp,t) + n(u.t) (22)
=1

Fp, is doppler shift of target relative to waveform j, ¢; is delay of radar transmitting waveform j.

and n(u, t) is additive white Gaussian noise(AWGN). Equal gain diversity combination is used in

the following simulation. the structure can be constructed as Fig.7.
According to this structure, the combined received signal r;(u, t) is processed by its correspond-

ing matched filter ¢ and the output of branch i is Z;(u,t). Each Z;(u.t) can be equal gain combined

to construct the final output Z(u,t).

The output of branch 7 1s

| Z:(u)
T
2

- M
_ |/ ; [Z zi(t — t;)exp(§2n Fp,t) + n(u, t)]
-T 45

yi (t — t)dl]

n(u, t)y; (t — t;)dt can be easily proved to be still an AWGN.

SNy

Where n(u) = [
We can also have three special cases for |Z;(u)|:

1)When all the radar sensors transmit the signals synchronously, in some other words. there is no

time delay for each radar sensor nor doppler shift, {; =ty = ... = tyy = 0 and Fp, = Fp,

F])) -0, then

| Zi ()] (23)
_.% M
_ |/T 15" 2, (0) + nlu. )y (¢)dt]
2 j=1

= |E+ 0+ n(u)]
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2)If there are no time delay but Dopper shift. ¢ =ty = .. = ta; = 0, then

|Z,‘(1l)|

,—‘
[N
2
o
La

T M
2 == B .
= |/1 [L xy(exp(32mFp ) 4 n(u. )]y; (t)dl]
27 =1
I our work, we assume the doppler shift can be well estimated in the receiving radar sendor.

so the doppler shift compensation factor exp®(j2nFp ) is introduced here. The equation can be

modified as:

Zi(u)| (25)
LM
= |/7 [ZTJ(f)(:I'])(jQNFDJ) + n(u.t))
“3 j=1
y, (Oexrp (]27r[~1) t)dt|
g
< IE| ] / I3y (expln(E, - Fo)w (0]
7 j=I

+|/ (u. )y (texp” (j2m Fp, t)dt|

-

According to the the third part of the equation (25), the magnititude of noise is rednceds
because of the doppler shift compensation factor.

I En = Eps == Fp, = Fp. the equation (25) can be further simlified as

| Z: (u)] (26)

(Nl

< |E|+0+ |/ n(u, )y, (t)exp™ (27 Fp, t)dt|

3) If both time delay and doppler shift exist in the RSN, also considering the doppler shift
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compensation factor in the receiving sensor,

Zi(u)] (27)

= |/ [L xj(t - 2y)exp(j2n Fpt) + nlu,t)]

y; (¢ T)t.’l‘p (72m Fp, t)dt|
T M

< 1B+ |/ [L Byl =56 xp(j2n(Fp, Fp,))|

yi(t— )] + |/ (u, )i (1= 4 )emp” (F2n Ep, V) dt|
Assume Fp, = Fp, = ... = Fp, = F)p,
|Zi(u)] (28)
_g M
< B e wlite-
2
fg
- |/ n(u, )y, (t — t;)exp’ (j2nFp,t)dt|
i
i

Becanse of the good periodic autocorrelation sidelobe properties of our codes. the frame of receiving
data could be modified before the matched filter on the receiving radar sensor to improve the RSN
performance. Here is the frame of receiving data illustrated in 1'ig.8.

The data from N + 1 to max(t;) + N are added to data from 1 to N bit by bit. In this way
can we get the periodic correlation of receiving signal and the matched filter.

Therefore,

1Z:(u)] (29)

+|/ (u. )y; (t)yexp™ (j2m Fp, t)dt|

Based on (27) and (27). using frame modification before the matched filter, the performance of

case 2) and 3) can be theoretically comparable. hin some other words, using our provided codes
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and frame modification, the RSN under the condition of time delay for each radar sensor can. to
some extent, work as well as the RSN where all the radar sensors transmit signal synchrononsty.

We apply optimized punctured ZCZ sequence-pair set as a bank of phase coded wavetforms to-
gether with equal gain combination technique in the simulation in order to study the performance
versus hfferent number of radars m RSN under the condition of either doppler shift or not. Ac-
cording to [7], Pp(Probability of Detection), Pp4(Probability of False Alarin) and Py (Probability
of Miss) are three probabilities of most interest in the radar system. Note that Pyy = 1 Pp. thus,
Pp and Ppr,y snfhee to specify all of the probabilities of mterest in radar system. Therefore, we
respectively simutated the above two probabilities of different number of radars using different mn-
ber of optimized punctured ZCZ sequence-pairs in single radar system, 4-radar system and 8-radar
system together with I-radar systemn using Barker code respectively in this section. Three special
cases of performances have been simulated. They are detection performance under the condition
of no time delay nor doppler shift, no time delay but doppler shift and both time delay for each
radar sensor and doppler shift. 108 times of Monte-Carlo simulation has been run for each SNR
value. When multiple radars are working in RSN under the condition of doppler shift. the doppler
shift are supposed to be well estimated in the receiving radar sensor and the compensating factors
are introduced in the receiving radars. Sinee equal gain combination is used here, the threshold for
detection is chosen to be aronnd 0.5.

The probabihity of miss detection of the envelope detector in single radar, 4-radar, 8-radar
and the single radar system using Barker code under the condition of no time delay nor doppler
shift, of no time delay but doppler shift and of both time delay and doppler shift are compared
in Fig.9(a), Fig.9(b) and Fig9(c) respectively. According to the Fig.9(a). to achieve the same
Py = 103, single radar system using Barker code requires about 2dB more SNR than that of

d-radars under the environment of no tine delay nor no doppter shift. Fig.9(b) also illustrates that
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when Pyy = 1073, SNR of 8&radars are 2.2d3 smaller than that of single radar system nsing Barker
code when there is doppler shift in the simulation system. Considering time delay for each radar in
multiple radars system, we ouly have Py of 4-radar and 8-radar system in Fig.9(c). From Fig.10(c).
SNR of 8-radar RSN can gain 1.7dB3 smaller than 4-radar SNR to acheive the same Py = 1073,

The probability of false alarm of envelope detector in different munnber of radars under the
condition of no time delay nor doppler shift. of no time delay but doppler shift and of both time
delay and doppler shift are shown in Fig.10(a) Fig.10(b) and Fig.10(c) respectively. Considering
doppler shift, Fig.10(a) shows that the SNR of single radar system using Barker code requires about
5d1 greater than that of 8-radars to obtain the same Pr4 = 1072, When there is no doppler shift
illustrated in Fig.10(b), the SNR of 8-radars can be nearly 3.8d53 smaller than that of single radar
system using Barker code in order to achieve the same Pr4 = 1072, From Fig.10(c). 4-radar system
requires 1.7d B more than that of 8-radar RSN under the condition of both time delay and doppler
shift.

However, it is clear to see that, no matter how many radars have been exploited in the RSN, the
performances of system without doppler shift are worse than that under doppler shift condition.
It is of the reason that doppler shift. assumed to be exactly estimated, is well compensated on
the receiving radar in the system under the condition of doppler shift. Besides. the doppler shift
compensating part in receiving radar also, to some extent, reduces the magnitude of Gaussion noise
of the channel because of the doppler shift factor exp(—j2m F, t) we used to compensate the doppler
shift in the receiving radar as shown in quation (25). The above figures also clearly illustrate that
whether considering doppler shift in RSN or not. performance of detection of multiradars(applying
our optimized punctured ZCZ sequence-pair set and equal gain combination) are superior to that
of singler radar. In addition. because of the superior autocorrelation sidelobe property of our codes,

the performances of 4-radar and -radar RSN under the condition of time delay can be comparable




to those under the condition of no time delay.
Therefore, according to the above results. applying our optimized punctured ZCZ sequence-pair
set in RSN, the detection performances are much better than those of applyving traditional phase

coded waveforms n a single radar network.

5 Conclusion

We have studied phase coded waveforn design and spatial diversity under the condition of doppler
shift in radar sensor networks (RSN). In addition, the definition and properties of optimized punc-
tured ZC7Z sequence-pair set, which can be used as phase coded waveforms in RSN, are discussed
in this paper. The significant advantage of the optimized punctured ZCZ sequence-pair set is a
considerably reduced sidelobe as low as zero in the zero correlation zone and zero mutual cross cor-
relation value in the whole time domain. Because of the orthogonal property of any two optimized
punctured ZC7Z sequence-pairs among a optimized punctured ZCZ sequence-pair set. they can co-
exist in RSN and achieve better detection performance than that of a single radar. Consequently.
the general conclusion can be drawn from the results presented in this paper that the optimized
punctured ZCZ sequence-pair set, which has much better cross correlation properties than the
optinmum biphase codes(longer than 13), whose cross correlation peak value has been found to
be approximately v N, can effectively satisfy higher demands criterion for detection accuracy in

modern military and security affairs,
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Abstract— Sensing-through-wall will benefit various applica-
tions such as emergence rescues and military operations. In
order to add more signal processing functionality, it is vital to
understand the characterization of sense-through-wall channel.
In this paper, we propose a statistical channel channel model
on a basis of real experimental data using UWDB noise radar.
We employ CLEAN algorithm to obtain the multipath channel
impulse response (CIR) and ohserve that the amplitude of chan-
nel coefficient at each path can be accurately characterized as
T location-scale distribution. We also analyze that the multipath
contributions arrive at the receiver are grouped into clusters.
The time of arrival of clusters can be modeled as a Poisson
arrival process, while within each cluster, subsequent multipath
contributions or rays also arrive according to a Poisson process.
However, these arrival rates are much smaller than those of
indoor UWB channels.

I. INTRODUCTION

Sensing-through-wall techniques have attracted great inter-
est due to a broad range of military and civilian applications.
During detection. it is more likely that signal processing occurs
at one side of the wall and the interior space to be exploited
1s on the other and it can not be seen through conventional
measures. Therefore it i1s desirable that the wall penetration
sensing provide following information: building layouts like
rooms and inner objects; 1dentification of humans and their
positions; the composition and structure of the wall. These
characterizations will be of great use in locating wecapon
caches during military operations, searching and rescuing
people from natural diasters such as earthquakes and providing
sustainability assessiment of bridges and buildings.

In recent years UWB waveforms are frequently employed
for indoor wireless propagation systems due to the exceptional
range resolution and strong penetrating capability. There has
been a great amount of research on staustical modeling of
UWB indoor multipath channels [1]-[3] and 1EEE [4] has
standardized it on a basis of Saleh and Vilenzuela (S-V)
channel model [5]. There have been some efforts investigating
scnsing-through-wall using UWB waveforms. [6] uses finite
difference time-domain (FDTD) method to simulate rellected
UWB pulses for three different types of walls. [7] proposes
UWB transmission pulses for walls with different thickness
and conductivity. However, these reports only describe about
transmitted or refiected waveforms based on simulauon, sense-
through-wall channcl has not yet been touched on. Imaging
techniques have also been employed to show objects behind
the wall in [8] and [9]. [8] uses wideband synthetic aperture

radar and incorporates wall thickness and dielectric constant to
generate the indoor scene through image fusion. [9] discusses
the advantages of using thermally generated noise as a probing
signal and analyzes the basic concepts of synthetic aperture
radar image formation using noise waveforms. Nevertheless
these studies haven’t provide any insight into any property of
through-wall radio channel.

In this paper, we propose a statistical multipath model of
through-wall radio channel based on real mecasurement. The
UWB noise waveform presented in [9] has been adopted in
our work. This is duc to the inherently low probability of
tntercept (LPI) and low probability of detection (LPD). These
characterizations provide immunity from detection, jamming,
and interference. We investigate the model based on channel
impulse response (CIR) obtained through CLEAN processing
method. 1t 15 observed that the amplitude of channel coefficient
at each path can be accurately characterized by T location-
scale distribution. 1t is also observed that the multpath con-
tributions arrive at the receiver are grouped into clusters. The
time of arrival of clusters can be modeled as a Poisson arrival
process, while within cach cluster, subsequent multipath con-
tributions or rays also arrive according to a Poisson process.

The rest of this paper is organized as follows. In Section
I1, we summarize the measurement and collection of the data.
In Section III, we apply CLEAN algorithm to extract CIR.
Section IV presents the channel model in terms of amplitude
and temporal characterizations. Conclusion and future work is
given in Section V.

Il. MEASUREMENT SETUP

A UWB noise radar systemn was set up in the Radar Imaging
Lab at Villanova University. Fig. 1 illustrates the layout of the
experiment room. The wall segment, constructed utilizing solid
concrete blocks with a dielectric constant of 7.66, is 0.14m
thick 2.8m long and 2.3m high. The room behind this wall is
empty.

A horn antenna, model ETS-Lindgren 3164-04, with an
operational bandwidth from 0.7 to 6 GHz, was used as the
transceiver. The antenna was placed only Icm to the front
wall, which is illustrated in Fig. 2. Therefore the through-
wall propagation from antenna front edge to the backside of
the wall is 15cm. 37 times of measurements are collected at
different but equally spaced positions along the wall with step
size Scm. An Agilent network analyzer, model ENA 5071B,
was used for signal synthesis and data collection.
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Fig. 2 Radar antenna and wall 1n the experiment

111. CHANNEL IMPULSE RESPONSE BASED ON THE
MEASURED DATA AND CLEAN ALGORITHM

The transmilted noise waveform and received echoes of one
measurement are plotted in Fig. 3. It shows that UWB noise
waveform has a very good sensing-through-wall capability.
During 37 expeniments, the frequency of the transmitted
signal is 400 — 720 MHz and sampling rate is 1.5GHz/s.
The tremendously large amplitude at around sample 100 is
due to the antenna coupling [10]. Note that at a different
position the measurement result will be shightly different but
the characterization of the signals are quite similar. Thus the
illustration of pulses collected at one position is sufficient to
descnibe the property.

Fig. 4 shows the histogramy of transmitted and received
waveform amplitude. 1t is very interesting to see that af-
ter sensing-through-the wall, the back scattered signal sull
roughly follows Gaussian distribution. This conclusion applies
1o all other 36 measurements. Assume the mean and variance
are ;i and o2 respectively, Table 1 shows the detail of these
parameters
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Fig. 3. UWB noise waveforms: (a) transnutted pulse (b) received echoes

Since the transmitted and received signals have been known,
the CLEAN algorithm can be used to extract channel impulse
response (CIR). This method was initially introduced in [11]
to enhance radio astronomical maps of the sky, and has
been frequently employed in UWB channel characterization
problems [12]-[14]. The CLEAN algorithm is an iterative,
high-resolution, subtractive deconvolution procedure that is
capable resolving densec multipath components which arc
usually irresolvable by conventional inverse filtering [16].

Our steps involved [15] are:

1) Calculate the autocorrelation of the transmitted signal
R, (1) and the cross-correlation of the transmitted with
the received waveform Ry, (1).

2) Find the largest correlation peak in R, (t), record the
normalized amplitudes o and the relative time delay 75,
of the correlation peak.

3) Subtract R (t) scaled by ay from R, (t) at the ume
delay 7.

4) If a stopping criterion (a ninimum threshold) on the
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ESTIMATED STATISTICAL PARAMETERS OF TRANSMITTED AND RECEIVED
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~paramcter | transmitted signal | received signal
N 4.0512 -1.6756
STD Error of 4 0.258655 0.348318
o | 129328 17.4159
STD Enor of o % 0182952 | 0246372

peak correlation is not met, go step 2. otherwise stop.

Fig. illustrated the absolute value of through-wall CIR
at one position by clean algorithm. We can see that the
channel consists of multipaths that asrive in clusters. Each
cluster is made up of subsequent rays. This 1s very sumilar
to the mulupath rays in S-V channel model. However, in S-
V model, the largest scattering, i1.e., the highest magnitude
always appears at the first path. It 1s obvious to sce this is not
the general case in the through-wall channel. On a basis of
CIR, the channel can be represented as

7”) ~ Z"upn(! Tn)

n

(1

where a,, and 7, 15 referred o as the amplitude and delay of
the n'* propagation path. In the next Section we shall analyze
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Fig. 5. Normahzed CIR by CLEAN aigorthm

them in detail.

IV, SENSE-THROUGH-WALL CHANNEL MODELING
A. Temporal Characterization

Like in §-V model, multupath contnbutions arrive at the
receiver grouped into clusters and therefore similar method-
ology used in S-V model studics may be also applied to
sensing-through-wall CIR. The time of arrival of clusters can
be modeled as a Poisson arrival process with a rate A, while
within each cluster, subsequent multipath contributions or rays
also arrive according to a Poisson process with a rate A,

We define:

o T;: the arnval time of the first path of the /-th cluster,;

the delay of the A-th path within the [-th cluster
relative to the first path arrival time 7;.

« A : the cluster arrival rate;

« A the ray armrival rate, ic., the arnival rate of the paths
within each cluster;

» 7 : the mean excess delay,

o 0, the rms delay spread

o Txt !

By definiion, we have 75 = T;. The distnbutions of the
cluster arrival time and the ray arrival ime arc given by

(T

Tio1) = Aexp(=A(Ti = T1-4). 1 >0

P(Traltionya) = Aexp (= A(hy — Tanyu)) k>0 (D)
7, 0, are defined by
SE —fo
., Lodn N
2.471 (I'Izl
(ofate— V7272 (4)
where e
Rl _l_na T (5)

Z'I "721
We analyze these parameters based on 37 expenments and
show the result in Table IL




TABLLE 1
TEMPORAL PARAMETERS FOR SENSE-THROUGH-WALL CHANNEL
MODEL

Epar_alﬁag‘ Ai]hm)ﬂ A(1/ns) | 7(us)

_07
value | 0002 | 0.0224 | 18153 | o.osz?j

We may compare the A and A in Table 11 with the same para-
meters for indoor UWB, which are 0.0667 and 2.1 respectively
with unit 1/ns [17). The parameters for through-wall channel
1s much smaller due to the resistance of wireless propagation
m wall.

B. Statistical Distribution of Channel Amplitude

In the S-V model, the amphitude follows rayleigh distribu-
tion. In the IEEE UWB indoor channel model {4]. log-normal
distnbution was introduced for representing the fluctuations of
the total multipath gain. In this Section we propose that the
amplitude of sensing-through-wall channel follows T location-
scale distribution. Its probability density function (PDF) is
Svtl r—-6\2
]( 2 ) ,V7+(_¢ )-i'{v;l),g‘)>(),)/>() 6)

f(x)

TV r(y) v
where ¢ is the location parameter, ¢ is scale parameter, v Is
shape parameter and I'(-) denotes gamma function. Note that if
define y = =% then y follows student’s T distribution with »
degrees of freedom. As v goes to infinity, the T location-scale
distribution approaches the standard Gaussian distribution.
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Fig. 6.  Goodness-of-fil

Fig. 6 clearly illustrates to what extend does the CIR
amplitude match the PDF curve of the statistic model. The
ahsolute amplitudes of CIR have been plotted in terms of
histogram. We compare T location-scale distribution with
Gaussian distribution. Although the transmitted and received
signal amplitude follows Gaussian model, this is not the case
for the channel. It can be casily scen that T location-scale
model provides perfect goodness-of-fit.

On a basis of CIR amplitudes from 37 different positions,
we apply Maximum Likelihood Estimation (MLE) approach to
estimate the parameters [18] {19]. 1t is generahized as follows:

Let yy, y2, -, yn be N independent samples drawn from a
random vanable Y with m parameters 6y, 6,, -- -, 0,,,, where
0, € 6, then the joint PDF of yy, y2, -, yn 1S

L\(Ylo) = f)’l()(yl lol:' S 0711) s f)']()(ynl()l D ()m)
(7N
When expressed as the conditional function of Y depends
on the parameter #, the likelihood function is

N
La(¥10) = [T fy1e(ualr.02,- - . 0,,) (8)
k=1
The maximuin likelihood estimate of 8y, 6, - -,
of values é,, 02 . )
Ln(Y0).

As the logarithmic function is monotonically increas-
ing, maximizing Lx(Y]6) is cquivalent to maximizing
In(L~(Y]|0)). Hence, it can be shown that a nccessary but not
sufficient condition to obtain the ML estimate @ is to solve the
likelihood cquation

0,,, 15 the set
-, 0,,, that maximize the likelihood function

J
% n(Ly(Y[0) =0 (€))]

We obtain 4, d) and 7w for t location-scale distribution, i
and ¢ for Gaussian distribution. These are shown in table 111.
We also explore the standard deviation (STD) error of cach
parameter. These descriptions are also shown n table 111 n
the form of €., where x denotes different parameter for cach
model. 1t can be seen that T location-scale provides smaller
STD errors than those of Gaussian distribution.

TABLE 1l
STATISTICAL AMPLITUDE PARAMETERS FOR SENSE-THROUGH WALL
CHANNLL MODEL

~ PDF ] T Tocaon-scale - “Gaussian
5 = 0.0136836 o '
é = 0.00129967 fi= —0.0138875
} o= 2.18286 & = 0.00267908
Paramelers | 935418 - 005 | €, = 378917 — 005
€4 = 2.50893¢ — 005 £, = 2.67975¢ - 005
£, = 0.0821753
[ RMSE [ 98983 25,5854

We may also observe the goodness-of-fit by root mean
square error (RMSE). Let 1 1=1.2, - -+ | n) be the sample index
of CIR amplitude in Fig. 6, ¢, is the comresponding density
value. ¢, is the density value of the statistical model with
estimated parameters by means of MLE. RMSE is ohtained
through

;1_’ Z((., )2

1=1

RMSE = (10)

where n is the total amount of sample index. The RMSI: for
T location-scale and Gaussian distributions have been listed



in Table 111 also. It demonstrates that T location-scale is the
model that fits the channel amplitude data very well.

V. CONCLUSION

From our investigation, we would draw following con-
clusions: 1)UWB noise waveform may have a very good
sensing-through-wall capability for wails composed of solid
concrete blocks. 2)Sense-through-wall channels are made up
of mulupath components and the highest magnitude does not
always appear at the first path. 3)The multipath contributions
arrive at the receiver are grouped into clusters. The lime of
arrival of clusters can be modeled as a Poisson arrival process,
while within each cluster, subsequent multipath contributions
or rays also arrive according to a Poisson process. However,
these arrival rates are much smaller than those of indoor
UWR channels. 4) The amplitude of channel coefficient at
cach path can be more accuralely characterized as T location-
scale distribution other than Gaussian distribution due to better
goodness-of-fit and smalier root-mean-square-crror (RMSE).
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ABSTRACT

In this paper, we study the underwater sonar sensor
network which is more complicated because of the time-variant
and energy costing underwater environment. Since it is known
that mterference with each sonar could be effectively reduced
when waveforms are appropriately designed, we provide a new
set of triphase coded waveforms called optimized punctured
Zero Correlation Zone sequence-pair set (optimized punctured
ZCZPS) and provide a method to construct such a kind of
code. We also study codes’ properties especially using the
useful ambiguity function to analyze the nature of the output
of the matched filter when there are both time delav and
Doppler shift. Then we apply our provided triphase waveforms
to the underwater sensor network, provide a system structure
and simulate the target detection performance of the system.
Comparing with the classical periodic Gold sequences, our
codes could improve the system detection performance to a
certain extent
Keywords: Zero correlation zone; Opimized punctured ZCZ
sequence-pair set; Sonar sensor network.

I. INTRODUCTION

Mueh time and effort have been put in radar waveform
design for radar sensor networks [1] [2] [3], since multiple
radar sensors could be combined to form a multiradar system
to overcome performance degradation of sigle radar. Though
underwater sonar system is more complicated than the radar
system because of many unique channel charaeteristics such
as fading, extended mulupath and refractive propertics of the
sound, multiple sonar sensors could construct a underwater
sonar sensor network so that the detection performance could
be improved.

The long-range bistatic sound transmission through the
occan sound channel, such as in ocean acoustic tomog-
raphy [4] [5]. in acoustic thermometry of ocean climate
(ATOC) [6], used the signal that allows sufficient sound energy
delivery into the ocean so that the signal received at long
range, perhaps several megameters, has a sufficiently high
signal-to-noise ecnergy ratio but low signal-to-noise power
ratio. Consequently, precision measurements of sound travel
time could be made and good time resolution should be
allowed after signal processing. m sequences, successfully

used in previous expenments [4] (7] (8], satisfy the long-range
transmission requirement and the same time resolution as a
monopulse or periodic pulse system whose pulse width is one
digit duration achievable at high power. In other words, high
signal energy 1s provided by transmitting over a long time
(large T) and good time resolution is achieved by using a
sequence of short pulse (large W), therefore having a lurge
TW produet [9]. This is called the phase coded waveform
technique which 1s a widely used in radar system.

Therefore, family of mn sequences could be applied 1o the
underwater sonar sensor network to achieve better targets
detection performance. Nevertheless, the autocorrelation and
cross correlation propertics of family of 711 sequences or even
Gold sequences are not optimized. Based on the ZCZ [10]
concept, we propose triphase coded waveforms called 7C7
sequence-pair set (ZCZPS), which can reach zero autocor-
relation sidelobe during ZCZ, as well as zero mutual cross
correlation peak and sidelobe during ZCZ. We propose and
demonstrate a method that optimized punctured sequence-pair
Joins together with orthogonal matrix to construet the triphase
coded waveforms called optimized punctured ZCZ sequence-
pairs set (optimized punctured ZCZPS), and subsequently
apply them to an underwater sonar sensor network. In addition,
a frame structure of the underwater sonar sensor network
1s provided and used in the simulation. According to the
simulation results, the target detection performance i1s well
improved by using our proposed codes in the provided system
structure comparing with the system using Gold codes.

The rest of the paper is orgamzed as follows. In Section
2, the defimtion of ZCZPS and opumized punctured ZCZPS
is proposed. A method using optimized punctured sequence-
pair and orthogonal matrix to construct ZCZPS 1s given and
proved. In Section 3, we analyze the properties and ambiguity
function of optimized punctured ZCZPS. We nvestigate the
performance of optimized punctured ZCZPS in targets detec-
tion simulation of underwater sonar sensor network comparing
with Gold eode in Section 4. In Section 5, we draw some final
conclusions on optimized punctured ZCZPS.

1T. DESIGN FOR OPTIMIZED PUNTURED ZCZ
SEQUENCE-PAIR SET

Since it has been well studied that it 1s almost impossible to
find or construet sequences which have ideal autocorrelation




sidelobes and cross correlation peaks at the same time, zero
correlation zone (ZCZ) 1s a new concept provided by Fan [11]
in which both autocorrelation and cross correlation sidelobes
are zero while the time delay is kept within the ZCZ instead
of the whole period of time domain.

Matsufuji and Torii have provided some methods of con-
structing ZCZ sequences in [12] [13]. In this section, we apply
optimized punctured sequence-pair [14] in ZCZ together with
the orthgonal matrix to construct optimized punctured ZCZ
sequence-pair set.

A
Set

The Definition of Optimized Punctured ZCZ Sequence-Pair

Definition 3-1 Assume ("), ")) 10 be a sequence-pair of
set (X,Y) of length N and the number of sequence-pairs K,
where p=0,1,.., K —1,:=0,1,.... N — 1, if sequences in
the set satisfy the following equation:

N N-1
_ \_ P (1) - ) ()
Ry (T) = L Ty Yot ymod(N) = Z Yo LT yimod(N)
=0 i=0

AN,
0,

fort=0,p=gq
for 0 < ‘Ti < Z()

{ (1)
where 0 < A < 1, (™), 5P} is called a ZCZ sequence-pair,
ZCZP(N, K, Zy) 1s an abbreviation. (X,Y) is called a 2CZ
sequence-pair set, ZCZPS(N, K, Zy) is an abbreviation.
Definition 3-2 [14] Sequence u = (ug, uy. ...
punctured sequence for v = (vg.vy,...,vn_ 1),

u; = {

Here, P i1s the number of punctured bits in sequence v.
Suppose v, € (—1,1), u 1s P-punctured binary sequence that
u; € (—1,0,1), (u,v) is called a punctured binary sequence-
pair.

Theorem 3-1 [14] The autocorrelation of punctured
sequence-pair (., v) is defined

ux_1) 18 the

0,

’l’J,

if j € P punctured bits

if 7 € Non-punctured bits (2)

N-1
Rur(T) = Z uﬂ'(t+7)mod\'y0 S NA=4l

i=0

(3)

1f the punctured sequence-pair has the following autocorre-
lation property:

By
0,

if 7= OmodN
others

Ryu(t) = { 4
the punctured sequence-pair is called optimized punctured
sequence-pair {14]. Where, F = 2:,-_0] U V(4 7)mod N

N — p, 1s the energy of punctured sequence-pair.

The properues, existing necessary conditions and some
construction methods of punctured binary sequence-pair have
been well studied by Jiang [14]. Many optimized punctured
sequence-pairs have been found of length from 7 1o 31 so far.

[89]

Definition 3-3 If (x(P), z/(”)) in Defimtion 3-1 18 constructed
by optimized punctured sequence-pair and a certain matrnx,
such as Hadamard matrix or an orthogonal matrix, where

2P e(-11), i=0,1,2,.. N—1
2 e O, el R A

N-a N-a
- (»), (4)= _ ), (a)»
RI”"!I“” (T) Z I y(1+r)mml}\' - z Yy, (147 )modN
i=0 =0
[ AN, for7=0,p=g 5)
—1 o, for 0 < |7| < Zy ¢

where 0 < A < 1, then (™ y(P)) can be calted an optimized
punctured ZCZP.

B. A Method to Construct
Sequence-pair Set

Optimized Punctured Z2CZ

An optimized punctured ZCZ scquence-pair sct can be
constructed from the following steps:

Step 1: Given an optimized punctured binary sequence-pai
(u,v), the length of cach sequence is IV,

w=ug Uy, . UN, 1,0, € (=1, 1),
V=0, U1, UN 1.0 € (—1,0,1),

Step 2. Given orthogonal matrix B, the length of the
sequence 15 Na which is equal to the number of the sequences.

_

Vo

Step 3: Process the optimized punctured binary sequence-
pair with each row of the orthogonal matrix B,

ay = u(((N1/d)* j + [j/(IJ)m()(H\'])b;,",,d.\;l.
X = @%a";. a2t = (@l 2h, 2 ,)
0<i<Ny—1,0<j<N-1,

vy = v(((Ny/d) » j + [j/d])modNi)b) o,
0<i<Na—1,0<j< N1,

B =% oM b oy . P

Y= %y av™ )y = (v Uvo)

Where d = GCD(N;y, Np), N = Ny Npand | j/d| means
1o get the integer of | j/d|. The three steps make the sequence-
pair set (X.Y) an optimized punctured ZCZPS, where 72C7
Zy = Ny —1or Zg = Ny — 2 which depend on the value of d.
The length of each sequence in optimized punctured ZCZPS
is N = Ny » N, that depends on the product of length of
optimized punctured sequence-pair and the length of a row in
Orthogonal matrix. The number of sequence-pairs in optimized
punctured ZCZPS rests on the order of the Orthogonal matrix.
The sequence ) in X and the corresponding sequence y (")
in Y construct an optimized punctured ZCZP (2" 4} that
can be used as a phase coded waveform, such as = *) for radar
transmitter and y{*) for radar receiver The phase states for any
sequence-pair among ("), (1)) arc only of three options, so



our newly provided opimized punctured ZCZPS 15 a new set
of triphase eodes.

Then we will prove that the scquence-pair set construeted
by the above steps are optimized punctured ZCZPS. Proof:

NyN2-1
- (1), (1)
I{J""!I“)(T) o Z Uy ‘“(k +7)inod Ny N,
k=0
NiNz-1
Y u((Ny/d)k + |k/d])nod Nib, smean;, -
k=0

et ((Ny/d)(k + 1)+ [(k+ 7)/d])modN, b;,(kw)mmh\'-;

Ni—=1Nz-1

2 } br.(m,\'—; +r)modN; b; (mNy+r+71pd41)modN,

m=0 r=0

u({N /YNy + 1)+ [(mNa + r)/d) ] )modN,
e (N /dY(mNy + 7 + 1od + 71)

[(inN2 + 7 + 79d + 71 /d) ] )imod N,

] N1

br.r'b,‘(,-q.y“d-{»v‘)mud N2 Z z

m=0

0
Nyja/d)yr + mNa/d + |r/d]ymod N,

2 e

1!
N

r

1]

—_

I

.

Here, k= mNo+ r,7=19d + 1.0 <m < N} -1,0<r <
No-1,0<7 <d-1.UT,,, =N /dr+mNy/d+
7/d ymodNy), Toy r4r — Tynr s unrelated to m. Then we
can have that

T7".r (7)
= ((N1/d) -1y + 719+ [(r + 711)/d)) = [r/d])mod N,

e = Im.1+r

So f,0),,0,) ctould be abbreviated to

Na—1
l‘).l")y“) = Z b7~7b;.(r+r“+7|)mml.‘\';RUT(l'J) (8)

r=0

Mifd=17=19d+71n.0<7n <d-1mn
0.t,, = 7. According to (8), we have RI,..ym(T)
~Nz2-1 g .

2.4,,.:,0 b’~"b1,(r+To4l.+‘r|)mc)dl\'-;l‘)“"(T): Also (u,v) is the op-
timzed punctured binary sequence-pair.

When i = j,

Il

7 =AW
Ny—1

Rioryn(0) = Ry (0) = Z bia b;,rmml.\'zl‘)rn'(o) = M E;

r={0
0< 7] < Ny = 1, Run(7) = 0,
Ny=-1
Rewngor(t) = 3 Bl pouiiy Rl 7) = G;
r=0

u((
v ((Ny/d)(r + 1) + mNo Jd + 19 + [(7 + 11 /d)] ymod N,

When 1 # j,
T =0,
Ng—1

I‘)I")y‘vl)(()) = R:ry(o) Z bl.rb;.rmml\'z'

r=0
Na2—1

6) sce D byrb] onoan, = 0 Ry (0) = 0;

r=0
O< || < Ny =1, Ry(7) =0,
Na-1
R @V = D Bialilio gsermaiin Rl =0
r=0
Similarlly, R.,,, could be proved.
(2) If d > 1,
When 79 < Ny /d—2and 0 < 1 < d — 1,

trr = (Ny/d) -1y + 194 |(r+ 71)/d])modN,
< ((Ny/d)d = 1)+ Ny/d — 2+ DmodN,
= .’V] l

When 79 < Ny/d — 1,711 <d -2,

(Ny/dyry + 10 + |(r + 11)/d] + [v/d]))modN,
((N1/d)(d—2)+ Ny/d - 1 + 1ymodN,

Ny = Ny/d< N -1

t’."

A

Asaresul, when0 <7 < Ny —2,thenl <t,, <N, -1
(u,v) is the optimized punctured binary sequencc-pair, so
we could get R,,(7) = 0 and R,(.,y.,)(T) = 0. Similarlly,
when 1 ?'é jvl?u'l')y(ll(()) = I?HI'(O) .:;,‘\zz()11)'v"b;,1'1111)(lN7'
Since 32025 Bl o saw, = O Rewngiant=7) = Rasus (),
It is also easy to prove that when —(N; —2) < 7 < 0,
I\)J(.)y(,)(T) =11, Slmllarlly, ]?:r]y' =50}

Theorem 3-2 The optimized punctured binary sequence-
pair (u, v} and the N, order orthogonal matrix B constructed
an optimized punctured ZCZPS (X,Y), d = GCD(N,, N2),
in some other words, N} /d 1s relatively pnme 1o Ny, then
(), d = 1, the ZCZPS could be expressed as
Z(‘ZI)S(‘,\ANQ,/\/Q,/V] - 1), and

ENs, ifr=04i=j
Rinym(t)y=1¢ 0, fO<|7| <N - 11=3
0, FO<|T] <Ny~ 1L1%#]j
2y d > 1, the ZCZPS could be expressed as

Z(,WZI)S(I'V] A'VQ, 4’\/2, A’\'] = 2), and

eNiNy, ifr=0.1=
RJ(:,y(Jy(T) = 0, If() <3 ITI < A,Vl 8 2,1 =_]
0, fO<|T| <Ny =214

where 0 < ¢ < 1. If the punctured sequence-pair has the
following autocorrelation property:

E, if 7 = 0modN
Roe(r) = { 0. others
the punctured sequence-pair is called optimized punctured
sequence-pair [14]. Where, F = }:{\{01 WV r)modN =
N — p, is the energy of punctured sequence-pair.

9)




111. PROPERTIES OF OPTIMIZED PUNCTURED 2CZ
SEQUENCE-PAIR SET

An cxample 1s given to analyze the autocorrelation and
cross correlation properties of the optimized punctured ZCZPS
constructed by the method mentioned above. The 144-length
optimized punctured ZCZPS (X,Y) is constructed by 12-
length optimized punctured bmary sequence-pair (u,v),u =
[++++—--~+—++-],v=[0+++—-00+ — + +0] (using
“+" and "' symbols for ‘1’ and ' — 1') and orthogonal matrix
B of order 12. Each row of matrix X = [¢(";z(?; ;2(12)]
and Y = [y";y®; . y?)] constitute a certain optimized
punctured ZCZP (z', 4.

1} Autocorrelation and Cross Correlation Properties: The
autocorrelation property R(x") 4"} and cross correlation
property R(x'") y@) = R(y'".2?) of 144-length opti-
mized punctured ZCZPS (X.Y), are shown in Fig.1.
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Fig. 1.
tured ZCZ sequence-pair (x{!) y{1)) (b)Pcriodic cross corrclation property
of 144-length optintized punctured ZCZ sequence-pair (1) y(2))

According to Fig. I(a), the sidelobe of autocorrelation of
ZCZPS can be as low as 0 when the time delay is kept within
Zy = Ny —2 = 10, as well as the peak and sidclobe of
the cross correlation value, since « > 1. The only uniform
phase code that can reach the theoretical maximum peak signal
sidelobe ratio {PSR) [15] is the Barker code whose length is
equal or less than 13. The sidelobe of the new code shown in

(a)Penodic autocorrelation property of 144-length optimized punc-

Fig.1 can be as low as O during ZCZ, and the PSR can bc as
large as infinite. Besides, the length of the new code 1s various
and much longer than the length of the Barker code.

2) Ambiguity function: Because of the Doppler shift
fa [15], the main peak of the autocorrelaion function is
reduced and so as to the SNR degradation. Focusing on the
sequence-pair (z,y) here, the receiving sequence n ambiguity
function is different from the echo signal and the periodic
correlation 1s used 1nstead of aperiodic correlation here. The
ambiguity function can be rewritten as

._:§+1
A(r, Fp) = |/ B z,(exp(y2rn Fpt)y; (t + T — 7))dt

(]

+ [ meaptizn ot e~ rd (10)
—%+T
In order to analyze the autocorrelation performance of an
optimized punctured ZCZP with delay-Doppler shift, equation
(10) is plotted in Fig.2 in a three-dimensional surface plot. In

Delay tf,

Fig. 2. Ambiguity function of a 144-length ZCZ scquence-pan (') y(*))

Fig.2, there is relative uniform plateau suggesting low and
uninform sidelobes. This low and uniform sidelobes minimize
target masking effect in ZCZ of time domain, where 7, = 10,
—10 < 7 < 10,7 # 0. When Doppler shift is well controlled,
there arc peaks on period of 12 and sharp peaks on period of
144 in tme domain which could be used to detect the targets.

1V. ZCZ OPTIMIZED PUNCTURED
SEQUENCE-PAIR WAVEFORM CODING IN SONAR
SYSTEM

M denotes the number of essentially different ZCZ opu-
mized punctured sequence-pairs. The receiver is pictured as
M cross correlators; and each calculates the cross correlation
function of the received signal 7(t) and the corresponding
sequence (y()(t),i = 1,2, M)

Suppose that the transmission was the summation of the
M outputs of the transmitter s,(7,7,.)., which is a baseband
sequence-controlled phase-modulated signal from the th sc-
quence with 7,7, time delay. Let Z,(u) be the output from the




ith correlator, and Z is the final output after the equal gain
combination is used. The sample output is

M
Z Zi(u)

1=1

(n

The transmission signal 1s

M

S=) s(t-mT.)

1=1

(12)

In the underwater sonar sensor network of A radars, the
combined received signal for the radar 7 is

M
r{u.t) = Z:rJ(I — t))exp(j2r Fp t) + n(u,t)

1=1

(13)

Fp, and t, are Doppler shift of target and time delay relative
to waveform j, and n(u,t) is additive white Gaussian noise
(AWGN). The structure can be constructed as Fig.3.
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Fig. 3. Wavceform diversity combining in RSN

According to this structure, the combined received signal
r(u,t) is processed by the matched filter 7 and the output of
branch 7 is Z,(u). Each Z,(u) can be equal gain combined to
construct the final output Z(u).

The output | Z,(u)| of branch 7 is

|/'[i

7 =1

tjyeap(32m Fp t) + n(u, t)]y; (t - t;)dt] (14)

Where n(u) = f%., n(u, y; (!
to be still an AWG

We can also have two special cases for | Z,(u):
DIf there 1s Dopper shift but no time delay, all the radar
sensors transmit signals synchronously, |Z;(u)| turns to be:

t;)dt can be casily proved

I/ [LIJ Jerp(j2mFp, Y + nu, t)]y; ()de| (15)

Assuming that the Doppler shift can be well esimated in
the receiving radar sensor, so the Doppler shift compensation

factor exp® (j2m Fp, ) is introduced here.

Zi(u) |<h|+|/ (3

J(Oerp(y2m(Fp,

= 1=1.3#1
+|/ (u, )y, ()exp (520 Fp, t)de)
If Fp, = Fp, = .. = Fp, = Fp, further simlified as

|Z ()| < |E[+0+ | n(u, tyy, (Hyexp” (J2m Fp, t)dt] (17)

T
,QF o

2) If both time delay and Doppler shift exist in the RSN,
assuming Fpp, = Fp, = ... = Fp, = Fp, considering the
Doppler shift compensation factor in the receiving sensor,

12 u>|<|h|+|/,

7 )#13=1
T
2
[ o
]

Because of the good properties of our proposed codes, we
modify the frame of receiving data before the matched filter
on the receiver to improve the performance. The data from
N + 1 1o max(t;) + N are added to data from 1 to max(t;),
bit by bit, where N is the original data length and ¢t is the
tme delay for jth transmitting radar sensor. In this way can
we get the output of the matched filter

oyt = )yl — t)dt|

-ty )eapt (j2mip, t)dt| (18)

| Z:(

(u. )y (Dexp™ (2a Fp t)dt| (19)

According to (16) and (18), it 1s casy to see that usig our
provided codes and frame modification the underwater sonar
sensor network under the condition of time delay for each
radar sensor can, to some extent, theoretically work as well
as the network where all the sonar sensors transnut signals
synchronously.

According to [15], Pp (Probability of Detection), P,
(Probability of False Alarm) and F5; (Probability of Miss)
suffice to specify all of the probabilities of interest in a sonar
system. Therefore, we apply optimized punctured ZCZPS 1o
the underwater sonar sensor network, together with cqual
gam combination technique in the simulation. We respectively
simulated Py and Pr4 of underwater sonar sensor network
using our optimized punctured ZCZ sequence-pairs comparing
with Gold codes of comparative length. Two special cases
of performances have been simulated. They are performances
under the condition of no time delay but Doppler shift, and
under the condition of time delay (limited within the ZCZ7) for
cach radar sensor and having Doppler shift.

Fig.4 illustrates that when Py = 10 3 SNR of 4-sensor
underwater sonar sensor network using Gold codes are 1dB3
greater than that of 4-sensor system using our proposed codes
with Doppler shift but no time delay. Considering time delay
for cach sensor in Fig.4, SNR of 4-sensor underwater sonar
sensor network using our codes can gain 1.5/ smaller than

Fp Yy, ()]

(16)
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Fig. 5. Probability of falsc alarm in RSN under the condition of no tme
delay but Doppler shift or time dclay and Doppler shift

According to Fig.5, the SNR of 4-sensor underwater sonar
sensor network within our proposed codes can be nearly 0.8¢ B
smaller than that using Gold codes 1n order to achieve the same
Prs = 1072 In addition, 4-sensor system requires 1.5d8
more than that of 4-sensor system under the condition of both
time delay and Doppler shift when Prq = 10718

The above figures distinctly 1llustrate that detection perfor-
mances of underwater sonar sensor network using our propose
codes are superior to that using Gold codes. The performances
of underwater sonar sensor network considening time delay
for cach transimiting sensor arc worse than those under the
condition of no hme delay, but could be acceptable. Since
the nme delay estimate in the receiving part may introduce
some kind of tnaccuracy to the system In addition, it is easy
to assume that the more sensors used, the better performance
could be obtained.

V. CONCLUSION

We propose and investigate a new kind of triphase codes-
optinmized punctured ZCZPS, provide a constructing method
and analyze the codes’ properties. The significant advantage
of the optimized punctured ZCZ sequence-pair set is a consid-
crably reduced autocorrelation sidelobe and zero mutual cross
correlation value as low as zero in ZCZ. Then we apply our
optimized punctured ZCZPS to the underwater sonar sensor
network, of which the system structure is given and analyzed.
A conclusion could be drawn from the simulation results
that our proposed optimized punctured ZCZPS, which provide
better 1arget detection performance than Gold codes, could
satisfy higher demands criterion for detection accuracy in
modern military and security affatrs for underwater acousttcs.
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ABSTRACT

In radar sensor network (RSN), mnterference with each
radar can be effectively reduced when waveforms are properly
designed. In this paper, we firstly perform some theoretical
studies on co-existence of phase coded waveforms in RSN.
Then we give the definition of a new set of triphase coded
waveforms called optimized punctured Zero Correlation Zone
sequence-pair set (optimized punctured ZCZPS) and analyze
their properties especially their optimized cross correlation
property of any two sequence-pairs in the set. Furthermore,
we apply our newly provided triphase coded waveforms and
equal gain combination technique to the system simulation,
and study the performances versus different number of radars
in RSN, witl Doppler shift or not. Simulation results show that
detection performances of multiradars (utilizing our optimized
punctured ZCZPS and equal gain combination), either under
the Doppler shift condition or not, are superior to those of
singler radar.

Keywords: Zero correlation zone: Opimized punctured ZCZ
sequence-pair; Radar sensor network.

[. INTRODUCTION

With recent rapid development in information fusion tech-
nology, much time and effort have been put in waveform
design. Bell [1] who introduced information theory to radar
waveform design, concluded that distributing energy is a good
choice to better detect targets. In Sowelam and Tewfik [2]’s
work, each waveform seleeted maximizes the KullbackLeibler
information number that mecasures the dissimilanty between
the observed target and the alternative targets in order to
mimmize the decision time. However, all the above researches
only focused on a single active radar.

Multiple radar sensors can be combined to form a multiradar
system to overcome performance degradation of single radar
along with waveform optimizaton. In [3], Liang studied
constant frequency (CF) pulse waveform design and proposed
maximum-likelihood (ML) automatic target recognition (ATR)
approach for both nonfluctuaing and fluctuating targets in a
network of multiple radar sensors. In [4], RSN design based on
linear frequency modulation (LFM) waveform was studied and
LFM waveform design was applied to RSN with application
to ATR with delay-Doppler uncertainty by Liang as well.

J.Liang [5] provided an orthogonal waveform model for RSN,
which eliminates interference when there is no Doppler shift.

Phase coded waveform design is on of the widely used
waveform design methods for pulse compression which allows
a radar to simultancously achieve the energy of a long pulse
and the resolution of a short pulse without the high peak
power which is required by a high enery short duration
pulse [1]. Nevertheless, the radar sensor network using phase
coded waveforms has not been well studied so far. In this
paper, we firstly theoretically study RSN design based on
phase coded waveforms: the conditions for waveforms co-
existence. Then we apply our newly proposed triphase code
called optimized punctured ZCZ sequence-pair set to RSN. We
perform studies on the codes’ properties, especially the cross
correlation property and analyze the performanee of optimized
punctured ZCZ sequence-pairs in RSN system with Doppler
shift. Aceording to the Monte Carlo simulation results, RSN
based on optimized punctured ZCZ sequence-pairs provides
promising deteetion performance much better than that of
single radar, in terms of probability of miss and false alarm
detection. The rest of the paper is organized as follows.
In Section 2, we study the co-existence of phase coded
waveforms. Section 3 introduees the definition and properties
of our newly provided triphase coded waveform—optimized
punctured ZCZ sequenee-pair set. In Seetion 4, we study the
performance versus the number of radars in RSN with Doppler
shift. In Seetion 5, conclusions are drawn on a RSN using our
optimized punctured ZCZ sequence-pairs.

11. CO-EXISTENCE OF PHASE CODED
WAVEFORMS IN RSN

In RSN, radar sensors are likely to interfere with cach other
and the performances may be bad if their waveforms are not
properly designed. Orthogonality can be introduced as one
criterion for the phase coded waveforms design in RSN to
make radar sensors co-existence.

We assume there are N radars nctworking together n a

self-orgamizing fashion in our RSN. The radar 7 transmits a
waveform as

N-1
r(t) = Z J:f")(i -

n=0

Here, 0 < t <=1,

N-1}

nr.) = Z (.1';;(}271’;‘15")(1 nt.)) (1)

n=0




When the phase coded waveforms are orthogonal to each
other, the interference from one waveform to the another can
be minimized or even removed. The cross correlation between
z,(t) and x,(t) could be

T/2?
/ @, (t)a (t)dt (2)

=T2
N-1

N
= T(‘Zfrp[.j?ﬁ —?‘*'

n=0

1 n in
(8™ - 67"

QJT!(;[TC(HI(") ﬁJ(n))]

The optinnzed cross correlation 1s that of orthogonal wave-

forms
/1 (e (Ot —{ Aoy V=4 (3)
X '132" - 0 i#

It is easy 1o sce that when Z - nr((/if") "d,(")) =kn k=
1.2.3..., it satisfies the equation (3). In this way can phase
coded waveforms be orthogonal to each other and work well
simultaneously in Radar Sensor Network. Nevertheless, thcre
are ume delay and Doppler shift ambiguity that will intro-
ducc interference to waveforms in RSN. Ambiguity function
(AF) [6] 1s usually used to succinctly characterize the behavior
of a waveform paired with its matched filter.

The matched filter for waveform z,(t) is x](—t). In the
RSN of Af radars, the radar 1 not only receives its own back-
scattered waveform, but also scattered signals generated by
other Af — 1 radars which caused interfcrence to radar 7.

Assuming cach radar transmits signal synchronously, t; =
ta = tar = 0 and considering interferences from all the other
M — 1 radars. Assuming time delay 7 = m7. for rcceiving
radar 1, the ambiguity function of radar i could be

Ail7, Fp,, ..., FDy,) Gl
x M
SRV ST
© ,=]
M N-1

Z Z (rp[J?n[U(" "') + m— 1)1,

J=1n=m

o N . N
+nf_; )(—? + )7+ "D,(“E +n+ 1)7(]]
S””'[Tr(ﬂ;") N H'(n—m) o FDJ )]l

Herc, 0 < 1@ <= M. (5) consists of two parts: useful
signal(refiected signal from radar ¢« waveform), 7 = 7 part in
the (5); and interferences from olher M — 1 radar waveforms,
j # 1 parts in (5). Since }‘ _0 n1 (8™ - g™ 4 Fp) =
kn.k = 1.2.3.., it satisfies that A(7. Fp) = 0, when
Fp=£&.k=0,1,2..

111. OPTIMIZED PUNCTURED ZCZ SEQUENCE-PAIR SET

Zero correlation zone (ZCZ) is a new concept provided by
Fan [7] in which both autocorrelation and cross correlation
sidelobes are zero while the time delay is kept within the ZCZ
instead of the whole period of time domain.

Matsufuji and Tori have provided some miethods of con-
structing ZCZ sequences in [8] [9]. In this section, we apply
optimized puncturcd sequence-pair {10] in ZCZ to construct a
new set of triphase code—optimized punctured ZCZ sequence-
pair set.

A. The Definttion of Optimized Punctured ZCZ Sequence-Pair
Set
Definition 3-1 Assume(r, (’) (’)) to be a sequence-pair of
set (X.Y) of length NV and lhe number of sequence-pairs K,
where p=0,1,...,N - 1,i =0,1,.... K — 1, if sequences
the set satisfy the following equation:
N-1 N

_ E ’ (I’) (49) } () l9)e
;s Plytal (7 ) 1/(1+r)nmd(\) L8 (|+ Yymod(N)
1=0 =0

AN, fort=0,p=gq
= 0. forr=0,p#q (5)
0. for 0 < |7] < Zg

where 0 < A < 1, then (1("), uf”)) is called a ZCZ sequence-
pair, ZCZP(N,K,Zy) 1s an abbreviation, and (X,Y) 1s
called a ZCZ sequence-pair set, ZCZPS(N. K, Zy) is an
abbreviation.

Definition 3-2 [10] Sequence u = (ug. uy. ..., un—y) 15 the
punctured sequence for v = (vg,vy,...,un_1),

- { 0. if j € p punctured bits (6)

v,, if j € Non-punctured bits
Where p 1s the number of punctured bits in sequence v. Thus,
suppose 1, € (—1,1), u i1s p-punctured binary sequence that
u; € (—1.0.1), (u,v) is called a punctured binary sequence-
pair.
Theorem 3-1 [10] The autocorrelation of punctured
sequence-pair (u, v) 1s defincd
N-i
Rm‘(T) = L “1“(1+'r)m:-¢l’\'~0 ST <_ N 1 (7)
=0
If the punctured sequence-pair has the following autocorre-
lation property:
5 b o N
B e { E, if 7 = Omod

0, others (8

the puncturcd sequcnce-pair 1s called optinnzed punctured
sequence-pair  [10]. Where, £ = 2’120' Uil(itrYnodN =
N — p, is the energy of punctured sequence-pair.

The properties, existing necessary conditions and some
construction methods, with help of already known sequences,
of punctured binary sequence-pair have been well studied by
hiang [10]. Many optimized punctured sequence-pairs have
been found of length from 7 to 31 so far.

Definition 3-3 1f (™, 4"} in Definition 3-1 is constructed
by optimized punclured scqucncc pair and a certain matrix,
such as Hadamard matrix or an orthogonal matrix, where

2 e(-1,1), i=01,2,.,N-1
y,"’ €(-1,0,1), i=0,1.2,..,N—1
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where 0 < A < 1, then (.rfp)vy,(p)) can be called an optinized
punctured ZCZP.

B. Design for Optimized Punctured ZCZ Sequence-pair Set

Based on odd length optimized punctured binary sequence
pairs and a Hadamard matnix, an optimized punctured ZCZ
sequence-pair set can be constructed from the following steps:

Step 1. Given an odd length optimized punctured binary
sequence-pair (u.v), the length of cach sequence is NV,

U= Up, Uty oy UN -1 € (=1,1),
v =1v0,U1,....UN, -1, € {—1,0,1),

Step 2. Given Hadamard matrix B, the length of the
sequence is Ny which 1s equal to the number of the sequences.

B =% oMY b = (0,0, b))
0 1 No—1

Step 3: Processing bit-multiplication on the optimized punc-

tured binary sequence-pair and cach row of Hadamard matrix
B, 1hen sequence-pair sel (X, Y) is obtained,

I; = “]"lodt’\'lb;"l()l”\';‘0 <1 <_ NQ = 1,0 S] __< A’\" = ],

Xo=latws gt T et =dal at et o)

U; = l')mad\',bi;mud;\'g'o ( 1 S ‘VZ o 1-0 ._<. /] S N — 1.

5 N
¥ =gyt oy 0 = (st

Where GCPD(N;,N;) = 1 and N = N; = Ny. The
three steps make the sequence-pair set (X, Y) an optinnzed
punctured ZCZPS, where ZCZ Zy = Ny — 1. The length of
cach sequence in optimized punctured ZCZPSis N = N1+ N>
that depends on the product of length of optimized punctured
sequence-pair and the length of a row in Hadamard matrix.
The number of sequence-pairs in optimized punctured ZCZPS
rests on the order of the Hadamard matrix. The sequence z*
in X and the corresponding sequence y' in Y construct an
optimized punctured ZCZP (7, 4') that can be used as a phasc
coded waveform, such as x’ for radar transmitter and y' for
radar receiver. The phase states for any sequence-pair among
(x'.y") are —7.0 and 7, so our newly provided optimized
punctured ZCZPS 1s a new set of triphase codes.

It 1s easy to prove that the correlation property of the
sequence-pairs in the set 1s:

Ry 7)) = Ry (7) = Ry (7modNy) Ry (T1110d Ng)
= Ry {tmodNy)Ry;p (TmodNy)
ENg, ifr=0i=
= @0, fO<|r|< Ny -li=3j (10)
0. if1# 3

According to Defimition 3-1, the sequence-pair set con-
structed by the above method 1s a ZCZPS

C. Properties of Optimized Punctured ZCZ Sequence-pair set

Considering the optimized punctured ZCZPS that 1s con-
structed by the method mentioned in the last part, the auto-
correlation and cross correlation properties can be simulated
and analyzed with Matlab. For example, the optinized punc-
tured ZCZPS (X,Y) is constructed by 31-length optimized
punctured binary sequence-pair (u,v),u=[+++ + -~ — +
-+ -4+t ————F -+ - —+++ -+ + v =
[+ 4 ++000+0+0+ + + 0000+ 00+ 00+ + + 0+ +0]
(using '+’ and '~ symbols for ‘1’ and * — 1') and Hadamard
matrix } of order 4. We follow the three steps presented in
Section B to construct the 124-length optimized punctured
ZCZPS. The number of scquence-pairs here 1s 4 and the length
of ecach sequence is 31 = 4 = 124. The first row of cach
matrix X = [z1;r2:23:04) and Y = [y13y2: ¥3; y4] constitute
a certain optimized puncturcd ZCZP (x,,y;). Similarly, the
second row of cach matrix X and Y constitute another
optimized punctured ZCZ sequence-pair {x 2, y2) and so on.

1) Autocorrelation and Cross Correlation Properties: The
autocorrelation property R(r,y;) and cross correlation prop-
erty R(zy,y2) = R(y1,x2) of 124-length optimized punctured
ZCZPS (X.,Y), are shown in Fig.1.
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Fig. 1. Pcnodic autocorrclation property of oplinuzed punctured ZCZ
scquencc-pair sel

From the Fig.1, the sidelobc of autocorrelation of ZCZPS
can be as low as 0 when the time delay 1s kept within Z =
Ny = 31 and the cross correlation value is 0 during the whole
time domain.

It is known that a suitable criterion for evaluating code
of length N 1s ratio of the peak signal divided by peak
signal sidelobe ratio (PSR) of their aperiodic autocorrelation
function, which can be bounded by [6]

[PSR]dB < 20logN = [PS]\’,,,,,I]‘“; (1

The only uniform phase codes that can reach the PSR,
are the Barker codes whose length is equal or less than 13
The sidelobe of the new code shown in Fig.1 can be as low as
0, and the peak signal to peak signal sidelobe can be as large
as infinite. Besides, the length of the new code 1s various and
much longer than the length of the Barker code.




2) Ambiguiry function: When the transmitted impulse is
reflected by a moving target, the reflected echo signal includes
a linear phasc shift, which comes from the Doppler shift
fa 16). Because of the Doppler shift f;, the main peak of
the autocorrelation function is reduced and so as to the SNR
degradation. Focusing on the sequence-pair (x,y) here, the
receiving sequence in ambiguity function is different from the
echo signal and the periodic correlation is used instcad of
aperiodic correlation here. The ambiguity function in [6] can
be rewntten as

- 1,‘;.41'
AT, Fp) =| / r(t)exp(s2nFpt)y™ (t + T — 7))dt
e
s

Z
+
ty s
J o=tk

In order to analyze the autocorrclation performance of an
optimized punctured ZCZP with delay-Doppler shift, Equation
(12) 1s plotted in Fig.2(a) in a three-dimensional surface plot.
Here, maximal time delay is 1 unit (normalized to length of the
code, in units of NTs) and maximal Doppler shift is 3 units for
autocorrelation (nomiahized to the inverse of the length of the
code, in unmits of 1/NTs). In Fig.2(a), there is relative uniform

r(Derp(g2rnFpt)y” (t — 7)dt] (12)

x(vv)l

Dopper shift v Mt

(b)

Fig. 2. (a)Ambiguny funchion of a 124-length ZCZ sequence-pair(r, , y, )
(b)Ambiguity funcnion of radar 1 (considering inlerference from other radars)

platcau suggesting low and uninform sidelobes. This low and

uniform sidelobes minimize target masking effect in ZCZ of
time domain, where Zy = 31, —31 <7 < 31,7 # 0.

D. Co-existence of Optimized Punctured ZCZ Sequence-pairs

Considering interference from other radars § # 1, with
delay-Doppler shift, the ambiguity function of radar 7 can be
expressed as

A(1.Fp,,..Fp) (13)

o« M
) '/, D_ (s (O)exp(52n Fp )y (t — 7)dt]

Fig.2(b) 1s thrce-dimensional surface plot to analyze the
ambiguity function of radar i (considering interference from
other radars).Generally speaking, Fig.2(b) closcly resembles
Fig.2(a). Without Doppler shift, there are regular high peaks
on multiplers of period of 31 which is the length of ZCZ. And
the high peak on zero time delay point can be used to detect
targets. Hence, even considering the interference from other
M — 1 radars, the radar 7 may work as well as there 1s no
interference.

When time delay equals repetition of Zg = 31, the figures
of amplititude versus Doppler shift are the same Because of
periodic property of our code. Hence, output of matched filter
of radar i (considering interference froni other radars), with
time delay, is illustrated on right side of Fig.2(b). For some
traditional phase coded waveforms, when Doppler frequencies
equal to multiples of the pulse repetition frequency (PRF =
1/PRI = 1/T's) the ambiguity value turns to be zero which
will render the radar blind [6] to their velocities. Nevertheless,
from Fig.2(b), ambiguity values are zero only when Doppler
frequencies are equal 10 odd multiples of the PRF. Therefore,
using the optimized punctured ZCZ sequence-pair in the RSN
system could, to some extent, imiprove the blind speed problem
in moving target detection system.

1V. SYSTEM SIMULATION IN RADAR SENSOR NETWORK

In RSN of Af radars, the combined received signal for the
radar 1 1s
M

r(u,t) = Z.rj(t —t;)exp(j2n Fp,t) + n(u,t)
3

(14)

Fp, and t; are Doppler shift of target and time delay rel-
ative 10 waveform 7, and nu(u,t) is additive white Gaussian
noise(AWGN). The structure can be constructed as Fig.3.

According to this structure, the combined received signal
,(u, ) 1s processed by its corresponding matched filter 7 and
the output of branch 7 is Z,(u,t). Each Z,(u,t) can be equal
gain combined to construct the final output Z(u.t).

The output of branch 7 1s

_%’ M

[Z xy(t - t))exp(F2nFp t) + n(u.t)]

2 =1

y, (t = t,)dt|

1Z:(u)]

I
—

(15)
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Where n(u) = [—j’

to be still an AWGN
We can also have two special eases for | Z;(u)|:

1)If there is Dopper shift but no time delay, all the radar sen-

n(u,1)y; (1 —1,)dt can be casily proved

sors transmit signals synchronously, t; = t2 = ... = tpy = 0,
then
1Z:(u)| (16)
-3 M
= / A IZ a,(t)eap(32nFp,) + n(u, )]y, (t)di]
-]’5 =1

Assuming that the Doppler shift can be well estimated in
the reeeiving radar sensor, so the Doppler shift compensation
factor exp® (j2mFp, ) is introduced here.

11\!

1Zw)] < IE] +|/ (S x5 (@)eap(i2ntFo, - Fo,)y
3 o
17 =
+|/ (w, 1)y (t)exp® (52n Fp,t)dt|
If Fp, = Fp, = ...
|Z:(u)] (18)

-z
< |E|+0+ |/ :; n(u, )y (exp” (320 Fp 1)dt|

= Fp, = Fp, further simlificd as

2) If both ime delay for cach transmitting radar sensor and
Doppler shift exist in the RSN, assuming F'p, = Fp, = ... =
Fp, = Fp, considening the Doppler shift compensation factor
in the receiving sensor,

| Z:(w)]

< |m+|/ er, R

5 1#1

(19)

1,)di|

&
2
+|/ n(u. )y (t —t;)exp™ (32mF'p,1)dl|

Because of lhc good peniodic autocorrelation and cross
correlation propertics of our proposed codes, the frame of
receiving data could be modified before the matched filter on

the receiving radar sensor to improve the RSN performance.
The data from N + 1 to max(t,) + N are added to data from
1 to max(t,), bit by bit, where NV is the original data length
and , 1s the time delay for jth transmitting radar sensor. In
this way can we get the output of the matched filter

|Z:(u)l (20)

< |E

7L
+0+ I/ I: n{u, Oy, (1)exp™ (J2n I'p,1)dl|

2
Based on (17) and (20), it is easy to sce that using our provided
codes and frame modification, the RSN under the condition of
time delay for each radar sensor can, to some extent, work as
well as the RSN where all the radar sensors transimit signals
synchronously.

We apply optimized punctured ZCZPS as a bank of phase
coded waveforms together with equal gain combination tech-
nique n the simulation in order to study the performance
versus different number of radars in RSN with Doppler shift
According to [6], Pas(Probability of Miss Detection) and
Pr 4(Probability of False Alarm) suffice to speecify all of the
probabilities of interest in radar system. Therefore, we respee-
tively simulated the above two probabilities of different num-
ber of radars using different number of optimized punctured
ZCZ sequence-pairs n single radar system, 4-radar system and
8-radar system together with | -radar system using Barker code
respectively. Two special cases of performances have been
simulated. They are performanees under one condition of no
time delay but having Doppler shift, and under the another
condition of time delay for cach radar sensor and having
Doppler shift. 10 imes of Monte-Carlo simulation has been
*(1)un for cach SNR value. Sinee equal gain combination 1s used
here, the threshold for detection is chosen to be around 0.5.

The miss deteetion probabilities of the envelope detector in

(17RSN under the condition of two special cases mentioned above

are compared in Fig.4(a) and Fig.4(b) respectivcly. Fig.4(a)
illustrates that when Py = 1073, SNR of 8-radars are 2.2dR
smaller than that of single radar system using Barker code
with Doppler shift. Considering time delay for each radar in
nultiple radars system in Fig.4(b), SNR of 8-radar RSN can
gain 1.7dB smaller than 4-radar SNR to acheive the same
g = 1073,

The false alarm probability of envelope detector in different
number of radars under the condition of the two special cases
are shown in Fig.5(a) and Fig.5(b) respectively. From Fig.5(a),
the SNR of 8-radars can be nearly 3.8dB smaller than that of
single radar system using Barker code in order to achieve the
same Pr4 = 1072 From Fig.6(b), 4-radar system requires
1.7dB more than that of 8-radar RSN under the condition of
both time delay and Doppler shift.

The above figures distinetly illustrate that performances
of deteetion of multiradars(utilyzing our optimized punctured
ZCZPS and equal gain combination) are superior to that of
singler radar. In addition, the performances of 4-radar and 8-
radar RSN considering time delay for cach radar transimtting
sensor can be comparable to those under the condition of no
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time delay.

V. CONCLUSION

We have studied phase coded waveform design and spatial
diversity under the condition of Doppler shift in RSN. In
this paper, we also investigate the definition and properties
of optimized punctured ZCZPS, which can be used as a set
of phase coded waveforms in RSN. The significant advan-
tage of the optinuzed punctured ZCZ sequence-pair set is
a considerably reduced autocorrelation sidelobe as low as
zcro in ZCZ and zero mutual cross correlation value in the
whole time domain. Because any two optimized punctured
ZCZPs among an optimized punctured ZCZPS have the ideal
orthogonal property, they can co-exist in RSN and achieve
better detection performance than that of a single radar. The
general conelusion can be drawn that applying our optimized
punctured ZCZPS as a bank of phase coded waveforms to
a RSN can cffeetively satisfy higher demands criterion for
detection aceuracy in modern military and security affairs..
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Abstract— In this paper, we study the inlerferenee analysis
in a Nocoherent Frequeney-Hopping (NC-FH) MFSK rural
infrastrueture Wireless Mesh Networks (WMNs) with eaeh
router node being equipped with multiple radio interfaees.
Our choice of the FII/MFSK modulation teehnique here
is not just to salisfy the seeurity requirement in military
communications but also to provide casy implementation for
each router nodes; sinee FH/MFSK modulation teehnique has
been specified in IEEE 802.11 standard, these router nodes
can he implemented also using 1EEE 802.11(F1) equipments.
The performanees of noncoherent slow frequeney-hopping
system with A -ary frequeney-shift-keyed modulation (NC-
FH/MFSK) with AWGN channel and Rician fading under
independent multitone jamming (independent MTJ) are in-
vestigated in this paper. The expressions for ecaleulating the
exaet BER performances of the system under the effeet of
the jamming strategies are derived. We apply the analyses
to ehannel assignment (CA) in multiradio rural WMNs. We
obtain a new interference model eombining interfence tone
and partial band noise, whieh would be incorporated into
the CA algorithm to assign the most appropriate channel
(or hopping pattern, in our ease) to links in the mesh.
Beeause it takes into account both the intra-network and the
coexisting-network interferenecs, the new interference model
thus refleets a very realistie interference situation in WNINs.

l. INTRODUCTION

Wireless mesh networks (WMNs) consist of mesh
routers and mesh clients, wherc mesh routers have minimal
mobility and form the backbone of WMNs. They providc
network access for both mesh and conventional clients.
The intcgration of WMNs with other networks such as
the Internet, cellular, 1IEEE 802.11, IEEE 802.15, IEEE
802.16, sensor networks, etc., can be accomplished through
the gateway and bnidging functions in the mesh routcrs.
Mesh clients can be either stationary or mobile, and can
form a chent mesh network among themselves and with
mesh routers [1]. The IEEE 802.11b/g and IEEE 802.11a
standards definc 3 and 12 non-overlapping frequency chan-
ncls, respectively. Using multiple channels in multi-radio
WMNs greatly improvces the network throughput [8]. One
of the most important design questions for a multi-radio
WMN is the channel assignment problem, i.c., how to bind
each radio interface to a radio channel [3].

Most of the WMN, nowadays, are dcployed using com-
mercial off-the-shelf (COTS) 1EEE 802.11 equipment due
to its relatively low cost and high performancc and, to
provide an adequate support for high data traffic, espcaially
in infrastructure networks, the mesh are usually formed
by router/gateway nodes that are cquipped with multiple
1EEE 802.11 radio interfaccs. Howevcr, it is widely known
that, as the sizc of the WMN increases, mesh routers tend
to interfere more with cach other; thus, the capacity of
the network drops. To achieve the reasonable throughput
from WMN, thercfore, several publications ([11]-[14])
have proposed algorithms, which are focused to reduce
such intra-network interference by carefully managing how
cach node accesscs to the media. And, as a part of
their studies, numerous attemps were devoted to acquire
the interference models, which can provide as accurate
interference estimation as possible. In [11], an interference-
aware channel assignment (CA) algorithm has been pro-
posed for muluradio 1EEE 802.11 WMN. The ccntralized
CA algorithm was designed by taking into account both
the interferences among router nodes and the extcrnal
interference from co-existing network. To estimate the two
types of interfcrences, the author developed the Multiradio
Conflict Graph (MCG) and used it for modelling the
interferences among router nodes while, for the co-existing
network interference, the inherited 1EEE 802.11 radio-
sensing mechanism was adopted to periodicall monitor for
unrecognized radios. Also, in [7], the author has proposed
an interference modcl for partially overlapped channels
and, to illustrate its benefit, the model was thus used to
enhance the performance of two previously proposed CA
algorithms. In [6], a hybrid channel assignment scheme is
proposed where some radios are statically assigned a chan-
nel while the remaining radios can dynamically change
their frequency channel. In [4], throughput improvements
was studied by replacing CSMA/CA with an STDMA
scheme where transmissions are scheduled according to the
physical nterference model. In [3], a centralized channel
assignment and routing algorithm is developed for mulu-
radio WMNs aiming to maximize the network throughput.
An integer lincar programming (ILP) model was used to
evaluate the performance. Recently, a seminar work on su-



perimposed code-based channel assignment was proposed
for MR-MC WMNs [19].

In this paper, we will study the channel assignment
in an Nocoherent Frequency-Hopping (NC-FH) MFSK
rural infrastructure WMN with cach router node being
equipped with multiple radio interfaces. Our choice of
the FH modulation technique here is not just to satisfy
the security requiremient in military communications but
also to provide casy implementation for cach router nodes;
since FH/MFSK modulation technique has been specified
in 1IEEE 802.11 standard, these router nodes can be im-
plemented also using IEEE 802.11(FH) equipments. Gen-
crally, these 1EEE standard FH equipments uses 83.5MHz
of ISM frequency bandwidth (2.4GHz-2.4835GHz) as the
operational bandwidth and divide it into 79 FH bands,
each with 1 MHz, to support the FH modulation technique.
Subsequently, to cnable multiple transmissions, three non-
colliding hopping patterns are established, each with 26
FH bands [5]. We have observed that if we can assign
different hopping patterns to the radio interfaces of router
nodes properly, simultaneous transniissions will be allowed
throughout the mesh, consequently increase the mesh ca-
pacity. Should we consider hoppping patterns as radio
channels, hence, the assignment of hopping patterns is
equivalent to the assignment of channels to radio interfaces
and the channel assignment (CA) algorithm can then be
used for assigning the hopping patterns.

The rest of this paper is organized as follows. In
Section 11, the BER expressions for NC-FH/MFSK system
with AWGN channel and Rician fading under independent
multi-tone jamming (MTJ) will be derived. Section 1T will
be devoted for the study of the channel assignment in rural
NC-FH/MFSK WMN. Section 1V will conclude the paper.

11. NC-FH/MFSK UNDER INDEPENDENT MULTITONE
JAMMING

In this paper the FH system is assumed to be slow
hopping over N non-overlapping FH bands, i.e. a hop
period is a multiple of symbol period (T,=kT;, where
k=123,.). Each FH band is comprised of M = 2K
signal frequencies of the M -ary FSK modulation. Hence,
there are N M possible frequency bins for a signal tone
to be transmitted. If all FH bands are contiguous, the total
communication bandwidth thus equals to By = NAM/T,.
Also, we will assume that the transmission bit rate of
the system is Ry, = KR, = K/T,, where R, = 1/T,
denotes the symbol rate. And, the average received power
for cvery symbol transmitted, regardless of the channels
effeet, 1s assumed to be P, or an average symbol energy
of E. = P,T,. Therefore, the received bit energy can be
caleculated by Fy, = E,/logaM.

The jamming source of interest is assumed to possess
the complete description of the signal transmitted from
the NC-FH/MFSK system and able to transmit multiple
signal-like interference tones simultancously within one
symbol time, T,. Also it is assumed that the power source

in the jammer is an ideal source and can supply the power
constantly at all time. While ¢, 1 < ¢ < NAMI, is the
number of simultaneously transmitted interference tones,
which are distinct and uniformly distributed over the entire
bandwidth By, if we assume that the total nterfercnce
tone power at the receiver is ;1 and that each interference
tone equally shares this power, the received power for each
interference tone is therefore equal 10 P, = P;r/q or the
received energy of £, = P,T, = P;rT,/q.

The transmitted signal and interference tones arc as-
sumed to undergo an independent fading channel before
arriving at the receiver with noncoherent detection scheme
and all fading channels in this study are modeled as slow
fading, frequency non-selective Rician processes, whose
PDF arc of the form

o2 2
Ty ry +a Ty
Ix. () = a—z(.zp <~7k2~§—k) Iy <~?—> u(xg) (1)

where Io(-) denotes the zero'™ order modified Bessel
function and u(-) is the unit step funetion. a? and 20°
are the average power of the LOS (Line-Of-Sight) and the
scattering rays of the fading channel. We ean also define
another parameter to determine the Rician fading channel
by using the ratio of a? and 2¢2. This ratio is called the
Rician K factor, Ky = af/?ai where k=1,2 is used for
signal tone and interference tonc respectively. 1t is used to
determine how severe the multipath effect is.

At the receiver, the received signal will be noncoherently
detected and 1t is assumed that each symbol of the Af-ary
FSK is equally likely. The receive signal can be represented
as

riu,t) = 2k /2P, cos(wmt + &) + n(u,t)  (2)

where . is a Rician random vanable representing the
envelope of the fading channel and its PDF can be rep-
resented as (1). P; is the average reccived power of the
tone if the effect of fading channel is not accounted. The
subscnipt 1=s,j denotes signal tone and interference tone
respectively. w,,, m=1,2,,M, is angular frequency for
an MFSK symbol and ¢ 1s unknown phase. n(u.t) is
AWGN, Gaussian-process thermal noise, with total power
(7,21 = No/T,.

Since the interferers arc distinet and uniformly distrib-
uted, in any hop there can be as few as none and as many
as rmin(q, M) interference tones. Hence, the probability
of symbol error (or symbol error rate, SER) of the system
can be calculated by

Pi(e) = Py Polelnont. tone)

min(q.M—1)
ﬁ
N
n=1

+Prs - Poar(e|M ant. tones) - u(q — M|3)

P, - Pa(e|nant. tones)

where P,(e) is the probability of symbol error. Py, Pay,
and P, are the probahlities that a hop i1s jammed by zero,
M, and n interference tones, where 1 < n < min(q. M




1). Pyo(e), Paar(e) and Py, (e) arc the probablities of
symbol error corrcsponding to the specified number of
interference tones in the hop. It should be noted that
u(-} in thc last tcrm on RHS is the unit step function
included to account for thc fact that the probability of
having M interference tones in a hop is equal to zero if the
total number of interference toncs in the cntirc spcetrum
bandwidth 1s less than A, i.c. ¢ < M.

Finally, for MFSK system, thc probabihity of bit error
can be calculatcd from the probability of symbol error by

M/2
M-1

Py(e) = Py(e) (4)

A Probability of Symbol Error with No Interference Tone

If ¢ cqual power interfercnec tones arc transmitted
simultancously in N M possible frequency bins, the prob-
ability that the tranmittcd signal band does not contain any
interferencc tone can bc given by

M-1

Po=[10- 5575 )
k=0

Gcnerally for noncoherent dctcetion secheme, the output
of the envelopc dctector in the branch where signal tone,
or interference tone (or both) is present will have its
PDF followcd a Rician distribution while that of thc other
output branches with AWGN only, are known to follow
just Raylcigh distribution, which can bc exprcsscd by
replacing cv, in (1) with zero. The probability of symbol
error eonditioned on no interference and the signal Rician

channel gain can thus be caleulated using {9] {10},

(e|lno mt. tone, )
= P(S +n(u)] < [n(u)|jz)M !

M-1
- )L+1 M- —rl’,rf
Z‘ v+ 1 v e (v+1)02 (©6)

v=1

where || represents an envelope and n{u) 1s AWGN.

Multiplying the Rician PDF in (1) to (6) and integrating
the resulting product with respect to 'y, we can obtain the
probability of symbol error conditioncd on no intcrfcrence
in the form of {9],

M1
-1+ M-1
(e]lno mt. toney = Z %( )
=1 1+ l‘(l + _7&) ¢

2
—h
exp ] (7)
1 + v(1 + —-f)

cu‘

wherc a? and 202 are the average LOS power and the
average scatcmng powcr of thc signal symbol. Thcse
parameter can bc cxprcsscd in general as

af = l’,nz

0? = Piol (8)

with thc subsript 1=5,), and n'f, and 2a'f_,whcrc k=1,2, arc
averaged LOS and seattering powers of the channcl for
signal and interference toncs respectivcly.

B. Probability of Symbol Error with n Interference Tones
Given The Signal Branch Is Jammed

With total ¢ interference tones simultaneously transmit-
ted from thc jammer, if a hop 1s actually jammcd, the
possible number of interference tones in the hop can rangc
from 1 up to nun(q.M). For an NC-FH/MFSK systcm
with NAf possible frequency bins, the probability that
a hop will be jammed by n interfcrence tones, where
1 < n < min(g, M — 1) is given as

-1 M-
5 Tt T
= A_I_IO(N.’\I k) ]H i NM j) &

Given that a hop 1s interfered by n intcrfcrenee toncs,
the probability of symbol crror can further be divided into
two subcases. First i1s thc casc when the signal tonc is
jammed by one of n interfercnee toncs in the hop and the
probability that one out of n intcrfcrenec toncs will jam the
signal tone 1s n/M . Sccond 1s when nonc of n interference
tones is located in thc same frequency bin as the signal,
i.e. the signal tone is not jammed. The probability of the
second casc is 1 — n/M = (M — n)/M. Hcenec, the
probability of symbol error given a hop is interfered by
n interfercncc tones can be expressed as

Psn(eln mi. tones)

n
= (7\—]
.x_(_

M-n
M o

To evaluate the probability of symbol error when the sig-
nal branch is jammed, [15] has provided a eomputational-
cfficient method bascd on the use of phasor represcntations
and noneentral chi-squarcd PDF’s. It ean be shown for
any two Rician random vanablcs, say Rgy and Rg;, that
P(Roy > Rez2) = P(R3, > R3,). In (3) of [15), the
probability is given as

}Psn(€|s1gnal 1s jammed)

(e|srgnal is not jammed)(10)

P(Rpy > Ro2) = Rm = B
(\/EETE? V/5R§EEJ
b+1 b+1
KNo1 + Koab
(757) = (-=5)

\/1/\011\021)
- 11
0 ( Ta i ) (1

where Ky = o}/20%, 1 = 01, 02, arc Rician factor for
Roy and Rgy respeetively, b=02,/0d,, and Q(x.y) is the
Marcum’s Q function. Without loss of gcnerality we ean
assume that the signal is present in the first output branch
of thc detector, as wcll as onc of the n interfcrenee tones
that jam thc signal tonc. And we will assume also that




the rest n-1 interference tones are in the next consecu-
tive branches Therefore, 1% to n'" output branches of
the envelope detector will have their PDF follow Rician
distributions and the output of the rest A/ — n branches
will follow just a Rayleigh distribution. Furthermore, when
the signal tone in the first output branch is jammed by an
interference tone, the averaged LOS power in the output
branch can be expressed as

2 ¢ )
07 + 2040, cosp (12)

¢ 1s the random phase difference between received signal
tone and interference tone and assummed to uniformly
distributed between 0 to 27. So, the probability of symbol
crror given the signal tone 1s jammed can be caleulated by

P (e]|signal 1s jammed)

= | 17(]\)01 > Rog2 N Rgy > Roz N Rgy > 1\)()4)
n M
1= ] P(Boy > Bow) [] P(Bo > Rey)

k=2 7=n+1
1 — P(Roy > Ro2)" ™" - P(Ror > Roa)M ™" (13)

The second equality in (13) is obtained by using the fact
that each output of the detector branches is independent of
each other. Now, we will consider seperately the first prod-
uct term on RHS of the third cquality in (13). For given
», the conditional probability P(Rg; > Rgaly) can be
cvaluated casily by substituting the following parameters
into (11)

2
Koy = —”
24 20 +02
2
(8]
1\‘02 = ———-]—
203 + 0%
202 + ¢*
b= L " (14)

202 + 2012 + 02

In the same manner, if we treat a Rayleigh random
vanable only as a special case for Rician random variable,
we can also obtain the probability for the second product
term with a condition on ¢ as
1t _Ui__

2(0? + o+ 02

ok
e SN—. § I—— [
= Hog + of + o3 )

Substituting (14) in (11) to obtain the conditional
probability of the first product term, using (15) for the
conditional probability of the second product term, and
integrating (13) over o, we then obtain the complete

P(Roy > Roarly)

expression for the symbol error probability for the case.

P (elsignal is jammed)

-l el

20] +02 o +a?
e QRPN S or
202 102 | 2062 4 oY)

n-1
/ 20450,
g ot +o?
M-n-1
o? ni}
RS %; erp —20% dy (16)

a?,~=af+a;‘)+a',2, 17

where

C. Probability of Symbol Error with n Interference Tones
Given The Signal Branch Is Not Jammed

When all n2 interference tones in the hop are not in signal
branch, n + 1 output branches of the envelope detector
will follow Rician distribution and the rest Af — 1 — 1
branches will follow a Rayleigh distribution. Similarly, we
will assume that the signal tone is present in the first output
branch and cach of the n interference tones is in the next
consecutive branches. In this case the probability of symbol
error can be expressed as

Pen(elsignal is not jamaned)
1 — P(Ro1 > Roo N Ry > Ry N

]\)(” > 1\)().|...)

n+} M
= N1 Por > Ro) [ P(Ror > Ray)
k=2 J=n+2

~ P(Roy > Ry2)" - P(Rgy > Roa)M "1 (18)

Once again, the probability P(Rg, > Rgp) for the
third equality of (18) can be calculated by substituting the
following parameters into (11)

K = oy
o = ,20 3 02
b
.
K = =
02 '20]2 +a2
| 20]2 + ‘7:21
h = ——— (19)

2 24
202 4+ 02

and, by the same mean, the conditional probability for the
second product term is found to be

P(Ro1 > Roar)
o? a?
= mpes e e | B
2t +an) P aerrony| @O

To obtain the complete expression for the symbol error
probability for the case, we then substitute (19) in (11) to
obtain the probability of the first product term of (18) and
usc (20) for the probability of the second product term.




Finally, the symbol error probability for the case when
signal branch is not jammed can be shown as follow, where
alf‘ 1s given in (17).

Pon(e|signal 1s not ]ummed

I
)
i
e
“
L
Q
~h @
= | o
‘--'\..
“‘--._.-/ -
|‘, A
‘-4?‘4
-,'

b 4
Tn i
| ~ ————— ezp
205 +0%)

D. Probability of Symbol Error with M Interference Tones

Onee q > M, it is possible that we can have all
M branches jammed by the interference tones and the

probability of having Af interference tones in a hop can

be calculated easily by

, qg—k
P = H(m) (22)
k=0

With M interference tones, every output branch of the
cnvelope detector will have their PDF’s now followed only
Rician distributions with the averaged LOS powcr equal to
u;". An exception is made only for the branch where signal
tone 1s also present, in which the avcraged LOS power is
equal to the summation of o2 and n], as shown previously
in (12). Without loss of gcnerahty, we will also assume in
here that the first detector output branch is one where the
signal tone 1s present. Thus, the first output branch will
have both the signal and an interference tone. In this case,
the probability of symbol error ean be found by

Poas(e|M int. tones)
1 - P(/fo] > Rg2 N Rgy > Ro3 N Roy > R(M)
M
= 1-J] P(Ror > Rox)
k=2

1 — P(Roy > Rom)™ ! (23)

The eonditional probability ’(f2g; > Roal¢) of the
squared term 1n the equation can be computed by applying
samc parameters in (14) to (11) and, in the end, we can
obtain the probability of symbol error given M interference
tones in the hop as

It

Poag(e|Mant. tones)

27 Fo 2
) l ._l_ 0 ¥ . 2(7] i
2n o ol +0? 7 +0;
2
it U ST Rt I /5N

9 M-

(Y, 01

1.>< - ?%>} dp (24)
o7+ n]

where 0% can be calculated from (17). Finally, we can
combine together every equation we have derived so far
to compute for the total probability of symbol error. The
probability of symbol error given n interference tones can
be obtained first by substituting (16) and (21) into (10).
Then, using the substitution result together with (9), (7),
(5), (24), and (22) in (3), we will obtain the eomplete
analysis for the probability of symbol error for FH/MFSK
system with the independent multitone interference. And,
we can easily convert it to the probability of bit error (BER)
using (4).

111, DEVELOPMENT OF A COMBINED INTERFERENCF
MODEL FOR RURAL WIRELESS MESH NETWORK
UNDER INFLUENCE OF A CO-EXISTING DSSS
NETWORK

In this paper, we take on an example of the channel as-
signment for an NC-FH/MFSK rural infrastructure WMN
with each router node being equipped with multiple radio
interfaces. As previously suggested, these router nodes
can also be implemented cost-efficiently using ecommercial
1EEE 802.11 equipment whose cost is relatively low nowa-
days. In spite of how they are implemented, however, to
establish the network, we assume that the router nodes are
uniformly deployed over a rural region. So, the distances
between nodes and their surrounding neighbors are not
so different and, because they are rurally deployed, each
node will have only a few neighbors surrounding them.
Also, cach node are assumed to be perfectly aware of
its own coordinate position, which can be retrived at any
time from the memory inside the node. Furthermore, it is
also assumed that the transmission powers and the gain
of the attenna of each router node are known and these
paramctcrs are homogeneous for every node. Each node
will be comprised of at least two different radio interfaces,
one for a control channel and all the others for information
channels. For an enhanced security during information
transmissions, every interface designatced for information
are specifically ehoosen to be NC-FH/MFSK radio system
while, for the controlling purpose, the interface can be
of any radio systems other than the NC-FH/MFSK. Only
important thing is that the two channel types must be
operating on different frequency ranges so that they do
not interfere with each other when simultaneously active.

In the entire communication bandwidth 3, we assume
that there are N FH bands availablc and, to achievc the
greatest benefit of having muluple interfaces on nodes,
we will divide the FH bands into b interleaving and non-
colliding hopping patterns to enable eoncurrent hinks. Each
hopping pattern thus eontains equal number of N, = N/b
FH bands, cach with Af possible signal frequeney bins. So,
there will be the total of N, M possible signal frequencies
on any link. And, because these pattems are interlcaving
and non-eolliding, a link in one hopping pattern will not
interfere with that on the others. Hence, it is possible
for the nodes with multiple NC-FH/MFSK interfaces to




support concurrent information links without having them
intcrfering with each other, if the links are performed using
different hopping pattcrns.

1t can be observed that the hopping patterns here 1s, in
fact, very similar to the radio channcls in 1EEE 802.11
a/b/g. Hence, the decision as to which hopping pattern
is suitable for a specific link can also be determined
by the CA algorithm similar to those in [I1]-[14] at
the scetup phase of thc network. Usually, the number of
available hopping patterns is relatively low when compared
to total number of possible links in the mesh, thus some
of the links may need to be assigned to the samc pattern
and they will interferc with each other if being active
simultancously. 1t thus depends on thc CA algorithm to
recursively search for the most appropriate pattern for
cach link, i.e. the pattern that make the link less likely to
intcrfere with the others. An ideal algorithm will thereforc
rcquire to consider cach link individually and cvaluate the
level of severity of the interference if the link is assigned
with a patterm by taking into account the number of links
previously assigned that pattcrn and possibly interfcring
with the current link. At the end, it should come across
with the list of hopping patterns to be assigned to each
link in order to rcduce thc amount of interfercnces in the
entirc mesh, 1.e. incrcasing network capacity.

Because the main intercst of this section 1s to propose an
alternative application for the interferencc models we have
previously derived, much of our attention is thus pointed
toward the development for an appropriate interference
model, which will be served in thc CA algorithm to eval-
uatc how severc links are interfered, and not the algonthm
itself. Therefore, we will assumc that the CA algorithm is
already developed, such as thc onc proposed in [11], and
we enhance 1t by introducing an appropnate interfercnce
model for estimating the link’s BER. Note should be taken
also that we have just defined the BER as a metric for
measuring the severity of the interferences in our study.

We can observe that the transmission range is deter-
mined mainly by the BER requirement system and it wil!
be the same for each router node because every nodc uses
NC-FH/MFSK radio system for information links (same
BER requirement) and the transmission power and the at-
tena gain are assummed homogeneous from node to node.
At this point, we will assume that the BER requirement
has alrcady beeen specified and the transmission range
covers approximately the distance of one hop. Besides, it
1s also assumed that the interference range is twicc as far
as the transnussion range; it is, hence, equal to a two hop
distance.

Since cach mesh router is previously assumed to have
a control channel, it 1s further assumed that the control
channcls of every routcr node are, by default, set to an
encrypted common channel. So, after the routcr nodcs are
sctup, they can instantly forward all their information (node
1Ds. coordinatc locations, transmission powers, number of
interfaces) to a pre-assigned center router node (PAC), who

will gather all the information and construct a map of
the network and the Multiradio Conflict Graph (MCG) as
defined in (for this paper, we assume any two links will
interfere if they are within two-hop interference range).
Then, PAC will execute the CA algorithm to assign hop-
ping patterns to links of cach routers starting from PAC
itsclf then moving outward to those surrouding PAC within
the first hop, the second hop, and so on (among those
within the same hop distance from PAC, the algorithm will
start at the closest node to PAC first). Once the assignment
is ended, PAC then notifies all router nodes to set their
radios accordingly.

After nodes receive the hopping patterns from the PAC,
instead of applying them directly as the hoppoing sequence
for each of the assigned link , nodes will randomly shuffic
the FH bands within each hopping pattern again to acquirc
a new hopping sequence that is distinct. But, because one
link involves two nodes, obviously only one node on the
link should be performing the shuffiing process, otherwise
the hopping sequence between two nodes will not match
and the lhink will never bc formed. For our study, we
assume the nodc with lower 1D on the link will execute
the shuffling process and then inform the new hopping
sequence to othcr node wvia thc control channcl. At the
completion of the process, the mesh is then formed and
nodes will communicate accordingly. Thus far, wc have
alrcady picked up somc ideas about how the nctwork
operates and how the CA algorithm is used to assigned the
hopping patterns. As an illustration of how interfcrences
should be taken into account in the algorithm , let us
consider an example scenario shown in Fig. 1.

In Fig. 1, six router nodes were used to setup a simple
mesh network and cach node 1s labeled corresponding to its
name and number of its information interfaces, for example
A-2 means node A is equipped with two NC-FH/MFSK
interfaces. Here, we assumcd that the total of N FH bands
was divided into two hopping patterns and node A was
chosen as the PAC node. After information of nodes had
been forwarded, node A thus began to create the map and
thc MCG of the mesh. At the time being, we assumed that
node A has already started running the CA algorithin and
some of the links have already been assigned with hopping
patterns; A—B (the link between node A and node B) and
C—L are assigned to pattern | while A—C and B—D arc
allocated to pattern 2. The algonthm is now runmng for
C—F at node C.

First, let us consider if C—F 1s to be assigned with
pattern 1. Because the interference range was defined as the
distance of two hop, every link of the two-hop neighbors of
nodc C is thus considered a conflict link to C—F; namely
A—B, A—C, B—D, and C—E. However, should C«-F bc
taken on pattern 1, the transmissions on A—~C and B—D
in pattern 2 no longer interfere with it; hence, the BER
calculation should take into account only A—B and C—E,
which use the same hopping pattern as C—F. Let’s now
assume information is bcing transmited as signal toncs on
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Fig. 1. An Example of Interferences m WMN.

NC-FH/MFSK systems from node F to node C and node
A to node B. During the transmissions on the links, node
L has also started to transmit information to node C using
another interface of node C. Therefore, as a receiver, node
C will pickup not only the desircd signal toncs from node
I£ and F but also undesired interference tones from A. If
we consider node C as a reference receiver (the algorithm
is run for node C) and node F as a reference transmitter
(C—F 1s being considered), every tone transmitted from
node F will be regarded as the desired signal tones to
node C while the tones from node A and node E are
just the interference tones or the jamming tones to the
signal from node F to node C. Similarly, if C—F is 10
be assigned with pattern 2, A—C and B~D is thus its
conflict links. Node C is considered a reference receiver,
as well as node F as a reference transmitter, and every
tones transmitted from node F are desired signal tones, as
opoose to those from node A and B, which are regarded as
the jamming tones. Because hopping patterns of each link
are further shuffled 1o make hopping sequences of each
hink distinct and independent from each other, therefore,
it appears that the interference model for the independent
MTJ in Section 11 has once again proven useful. Recalling
from Section 11, howevcr, we can see that the interference
model was developed, at that time, mainly based on the
assumption that all interference tones are reccived with
equal power and no two interference tones exist on the
same frequency bin. But, from the situation in Fig. 1, it 1s
obvious that, when C—F is to assigned with pattern 2, the
interference tones from node A and node B will be received
at different power due 1o their different distances from node
C. Besides, the interference tone from node A and node B
can also be transmitted on the same frequency bin because
their hopping sequences are random and independent of
cach other.

If we consider the practical system configuration, for
example, IEEE 802.11 (FH) equipment with 26 FH bands
per pattern and FH/4FSK modulation (or 4-level Gaussian
FSK), then it can be observed that the total number of
frequency bins per pattern(/N,, A/ = 104) is actually quite
large; in other word, there will be a lot of frequency bins,
in which the interference tones can be transmitted. So, the
probability of having interference tones being transmitted
on the same frequency bin will be considerably small.
Reasonably, we can then assume that no interference tones

are transmitted in the same frcquency bins. Thus, the
only restriction remaining is the requirement of having
intcrfercnce tones with cqual power, with which we can
casily cope by using an average of the power of every
interference tone received.

As an example, let us consider again the case when C—F
1s to assigned with hopping pattern 2. In this case, the total
number of independent interference tones (g2) for pattern
2 is equal two since there are two interference tones being
received at node C; one from node A and the other from
node B. The received powers of the signal tone from node
F and the interenference tones from node A and node B
can be found by using the pathloss model, [12],

2l
By= KI—T (25)
d?

where d is the distance between transmitter and receiver
node, Py is the received power of the signal ranmitted
from node k and received at node [, and P7 is the
transmitted power. The constant K can be determined
by the transmitting and receiving antienna gains and the
wavelength of the transmitted signal. Since all these para-
meters are assumed to be known, therefore we can easily
calculate the received power of interference tone from node
A, (Pac), and node B ,(Ppc), using (25). Then, we can
find the average received power of the interference tones at
node C, P;c = (Pac + Ppc)/2, and substitute neccessary
parameters as in Table | into the complete BER expression
derived in Section 11 10 obtain thc estimate BER value.
Note that K, and K3 in Table I were set to 100dB, 1.c.
AWGN channel, since no fading channel was assumimed in
this section. In fact, fading channels can also be taken into
account by changing the Rician factors correspondingly.

Due to the use of average power from various interfer-
ence sources, clearly the BER resulted from this approach
will be less accurate compared to one obtained by taking
into account each interference tone individually. Yet, in
the scope of this section, the BER is only used as a metric
to illustrate how the link quality changes relatively when
different subband is allocated. It is not how much, but how
does the BER change that is actually matter. Though nearly
of no meaning numerically, the the result obtained is still
proven useful in comparing the performances of the link.

Nevertheless, as an additional source of error, the in-
terference from external nctwork also play an important
role in defining the quality of the link. To formulate the
complete analysis for a mesh, not only must we consider
the interferences among router nodes (intra-network inter-
ferences), but we need 1o account also for the interferences
from the external networks. Obviously, the amount and
form of the external interferences are different from site
to site, depending on the types of radio and the frequency
rangc often used in that arca. For this paper, it is assummed
that a site survey has been performed prior to the mesh
installation and, because the prospective deployment site
1s in rural area, only one external network is found 1o be




TABLE 1
INPUT VALUES FOR CALCULATING BER of WMN INFIG. | (IF CF
1S TO BE ASSIGNED WITH PATTERN 2)

Variable

Dchmition Valuc
N Total FH bands in the pattern Np
42y Reeceived power of signal tone Pre
P Avg. reecived power of int. tone ;(PA( + Ppc)
q Total nt. tones n the pattern Q=2
K, Rician factor for signal fading 1004B
K3 Rician factor for int. fading 100dB

Fig. 2. A frequency-domain illustratation of interference tones (intra-
network inlerferences) and interference noise (external interference) of
the mesh network with 2 hopping paticrns.

co-existing on the site. Further, we assume the external
network is a DSSS modulated network and it 1s oecupying
the fixed portion of our intended communication band-
width. For cxample, if we are to use IEEE 802.11(FH)
cquipment on our mesh router, this external interfering
network could be an IEEE 802.11b wireless local arca
network (WLAN), which is operating on a channel in
2.4 GHz frequency range. Depending on its loeation, cach
router node will reecive the interference signal from this
network with different received power but, because the site
survey has already been performed, the interference power
received at cach node 1s assumed to be known to the PAC.

By the above statement, this external interference can
then be modeled as an additive white Gaussian interference
noise with a power of 0%, being received at router node
k of the mesh. If B, and N, is defined as the portion
of the bandwidth and the number of FH bands jammed
by the interference noise respectively, the jamming ratio
can then expressed as p = B, /Br = N;/N. The o}, for
node k and B; are known to the PAC via the site survey.
When an FH band is jammed, we will assume that all of
its M frequency bins 1s jammed. Nevertheless, it should
also be noted that, because hopping patterns are established
from the interleaving and non-colliding FH bands within
the cntire bandwidth B, cach hopping pattern then share
N jammed FH bands cqually; therefore, the jamming ratio
o, of hopping pattern : will be the same as the network
Jamming ratio p.

Should no interfercnee tone exist, the external interfer-
cnee noise will then be the only souree of interference
in the mesh and we can caleulate the BER of the hnk
castly. However, if the influence of the interference tones

is accounted, using the PBJ interference model alone
1s, apparently, inadequate. It 1s necessary that we must
consider the interference tones and the interference noise
all together. Therefore, a new interference analysis needs
to be developed to combine together the errors caused by
the interference tones and the interferenee noise.

For casc of representation, let us first define A as the
cvent that the signal hop is jammed by the interference
noisc and A’ as the complementary event or the event that
the signal hop is not jammed by the interference noise. We
can calculate the probability of symbol error by

Py(e) = P(A) - Py(e|A) + P(A") - Pu(eld)  (26)

With the total of ¢, interference tones from the conflict
links using the same pattern 7, the number of interference
tones in a hop, n, can be a value within [0, man(q,, M)].
For case of rcpresentation, we then define By as the
event when the hop is not jammed by interference tone
(n = 0), By as the event when the hop is jammed
by M interference tone (n = M), and B, as the event
when the hop is jammed by n interference tones where
n € [1,min(g;, M — 1)]. Now, if incorporated the cffect
of the interfercnee tones, (26) can then be re-wntten as

Pie) = P(ANBg)- Pule| AN Bo)

+P(A' 0 Bo) - Pu(e] A0 By)

+
=
——

P(ANBy,) Pue| AN By)

n=1
+ P(A'NBy)- Pu(e| A' 0 By)}
+{P(ANBn) - Pi(e| A0 Bar)

where u(q, — M) denotes the unit step function and L
cquals min(q,, M — 1). The second equality is obtained
from the fact that the interference tones and the interfer-
ence noise are independent, so event A is independent from
event By, By, and By,

Given a jamming ratio p, for subband i, P(A) and
P(A’) can be calculated as p, and (1 — p,), respeetively.
Also, using (5),(9), and (22), P(By), P(Bx), and P(Byy)
can be caleulated just by substituting parameters /N and
g with N, and ¢;. Now, The only terms to be considered
arc the probabilities of symbol error with conditions on

S




difference events, which can be evaluated easily using the
analysis in Seetion 11.

Consider first the event A’ when there is no interference
noise in the hop. Without thc external-network interfer-
ence noise, AWGN will be the only noise eorrupting the
signal tone and the total noise power a?r 1s thus equal
to just o2. Therefore, P,(e| A" N By), Pi(e]| A" N By),
and P,(e| A’ N Bas) can be cvaluated using exactly the
same analysis in Section 1I. On the other hand, for the
case of A when the interference noise does exist, the
total noise power in the hop will be the summation of
AWGN power and the interference noisc power, i.e. 02 =
a?,+a']2k. 1t should be noted, however, that, despite the total
noise level in the hop, the two cases are very much alike.
Consequently, we can use the same analysis in Section 11
with a simple change of parameter from 02 to 02 to
caleulate Py(e|A’ N By), and Py(e| A" N Ba). Again,
if no fading channel is assumed, the Rician factor K,
for the fading channel of the signal tone can be set to
a very large value, e.g. 100dB. Otherwise, it must be set
correspondingly to reflect the actual characteristic of the
fading channel.

Finally, the complete BER value can be calculated just
by substituting all the probability terms found into (27) and
using (4) to convert the result. Then, bascd on the BER
value, the CA algorithm will deeide the most appropriate
patterns for links and the mesh network with enhanced
capacity will be formed correspondingly.

1V. CONCLUSIONS

In this paper, we studied the interference analysis in a
NC-FH MFSK rural infrastructure WMNSs with each router
node being equipped with multiple radio interfaces. Our
choice of the FH/MFSK modulation technique herc is not
just 1o satisfy the security requircment in military commu-
nications but also to provide easy implementation for cach
router nodes; since FH/MFSK modulation technique has
been spceified in IEEE 802.11 standard, these router nodes
can be implemented also using IEEE 802.11(FH) cquip-
ments. The performanees of noncoherent slow frequency-
hopping system with AM-ary frequency-shift-keyed mod-
ulation (NC-FH/MFSK) with AWGN channel and Rician
fading under independent multitone jamming (independent
MT)J) were investigated in this paper. The expressions for
caleulating thc exact BER performances of the system
undcr the effeet of the jamming strategies are derived.
We applied the analyses to channel assignment (CA) in
muluradio rural WMNs. We obtaincd a new interference
model eombining interfence tone and partial band noise,
which would be incorporated into the CA algorithm to
assign thc most appropriate channel (or hopping pattem,
in our case) to links in the mesh. Because it takes into
account both the intra-network and the coexisting-network
interfcrences, the new interference model thus reflects a
very realistic interference situation in WMNs.
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Abstract

Conventional geolocation of RF emitters has adopted active triangulation methodology. One
successful commercial example is satellite-based global positioning system (G1I’S). However the
active localization in some cases can be extremely vulnerable especially for battlefield. In this
paper, we design a neteentric Small Unmanned Aerial System (SUAS) for passive geolocation
of RF eimtters. Each small UAV is equipped with multiple Electronic Surveillance (ES) sensors
to provide local mean distance estimation based on reecived signal strength indicator (RSSI1).
Fusion center will determine the location of the target through UAV triangulation. Different
with previous existing studies. our method is on a basis of an empirical path loss and log-
normal shadowing model, from a wircless communication and signal processing vision to offer
an effeetive solution. The performance degradation between UAVs and fusion center is taken
into consideration other than assume lossless communieation. We analyze the geolocation error
and the error probability of distance based on the proposed system. The result shows that this

approach provides robust performance for high frequeney RF emitters.

Index Terms : UAV. fading, geolocation, path-loss, log-normal shadowing




1 Introduction and Motivation

The precision geolocation of radio frequency (RF) emitters has been a long-standing subject. and is
now captured more attention in both electronic warfare and civilian applications, such as targeting
military invaders and rescuing airplanes or ships sunk at sea. Among the traditional work of target
detection and location, care has been taken on a basis of bearing-only measurements from the
aspect of geometry [1]-[5] to determine the position, velocity and direction. There is no doulx
that this bearing-based methodology such as Angel of Arrival (AOA) can be adopted in RF emitter
geolocation, since RE emitter 1s in essence a target. On the other hand, RF enntters stand out from
conventional targets as they are capable of sending out electromagnetic signals, which suggests the
wireless communication and signal processing vision to offer the effective solution.

Conventionally, synthetic aperture radar (SAR), inverse synthetic aperture radar (ISAR) and
moving target indicator (MT1) radar have been employed to provide situational awareness picture,
such as localization of targets. Due to the principle that radars operate by radiating energy into
space and detecting the echo signal reflected from the target [6], the vulnerability of active radars

are obvious:

Given transmitter and receiver, a radar systems is generally bulky, expensive and not casily

portable

e Transmitter is easily detectable while in operation, thus draws unwanted attention of adver

sary
o Detection range is limnted by the power of transmitter
o The transmission energy highly reduce the life of battery for MT1 radars

Iherefore, passive geolocation approaches are preferred.

Currently, there is a developing trend to use unimmanned acrial vehicles (UAVs) for geolocation
of RF emitters owing to better grazing angles closer to the target than large dedicated manned
surveillance platforms [7). In addition, UAVs are capable of continuous 24-liour surveillance cov-

erage. As a result, they had been developed for battlefield reconnaissance beginming m the 1950s.




During the 1980s, all the major inilitary powers and many of the niinor ones acquired a battlefield
UAV capability, and they are now an essential component of any modern army. Till now, UAV is
not only limited to an unpiloted aircraft, but unmanned aerial systems (UAS) including ground
stations and other elements as well.

Small unmanned aerial systems (SUAS) are rapidly gaining popularity due to the miniaturiza-
tion of RI* components and processors. In particular, given the cutting-edge technology in modern
remote sensing (RS), SUAS can be equipped witli Electronic Surveillance (ES) sensors in place
of bulky active radars, which result in smaller, ligliter and lower-cost counterparts. Tliese types
of SUAS are generally classified as having a wing-span of less than 4 meters [8] and a gross ve-
liicle weight less than 15 pounds [9]. A number of UAV manufacturers have developed tow-cost
TDMA data links that support the cooperative team work of nnultiple UAVs, which provides higher
niobility, survivability and closer proxiniity to the targeting eniitters.

In the present work, [9] and [10] are based on a team of UAVs working cooperatively with
on-board camera systems. The location of an object is determined by the fusion of camera im-
ages. However, the visual feature can become vulnerable in the following cases: 1)when telenietry
and nnage streanis are not synchronized, the target coordinates read by UAV can be particularly
misleading; 2)wlien weather is severe and visibility is low, the image based geolocation may not
provide day-or-uight, all-weather surveillance; 3)target is well protected and hidden, such as deeply
beneath the foliage.

Besides visual feature, the time difference of arrival (TDOA) technique has been adopted in the
current work [11]-[15]. In these work, a network of at least three UAVs has been employved with
on-board ES sensors, a global positioning system (GPS) receiver and a precision clock. When the
target is detected by tlie sensor, the time of arrival would be transmitted to a fusion center, which
would finally estimate the emitter location based on their TDOA. Also, Kalinan filters is used to
track the object. However, TDOA, like other methods incinding Angle of Arrival (AOA), Frequency
of Arrival (FOA), Frequency Difference of Arrival (FDOA) and Pliase Difference of Arrivat (PDOA)
ete., is well known for difficult synclironization issues, such as fine synchronization for geolocation

algorithms and coarse synchronization for the coordinating data collected within the area of interest




at a common time.

In this paper, we apply netcentric SUAS with on-board multiple ES sensors for RF eniitter
geolocation. Different from previous work described above, our work describes about a complete
system design and analyze the perforinance in detail. Our method is on a basis of an empirical
pass loss and log-normal shadowing model, which has been adopted for rehable high-speed wireless
communications for moving users in dynamic environment, but has never been used in the SUAS
before, to the best of our knowledge. Also, the performance of multiple ES sensors will be considered
for the system as a whole. In addition, we will provide a confidence assessment through error
bounding, which has not been seen in the existing approaches.

The rest of paper is organized as follows. Section 2 describes about the svstem design including
the emitter detection, path loss and log-normal shadowing approach and netcentric decision. Seetion

3 presents simmlation resnlts and performance analysis. Finally, section 4 draws the conchision.

2 System Design Based on Path loss and Log-normal shadowing

2.1 Target Detection

Before UAVs cooperatively locating the RF emitter, it is necessary for them to understand whether
targets are present in the range or not. Dne to the randommess of dynamic environment, statistical
model can be used to characterize the signal fluctuation. Herein threshold detection based on
Bayesian's rule is adopted.

The Rayleigh distribntion has been generally applied to describe the fluctnations of the ampli-
tude over a short period of time or travel distance [16]. when there is no any RF emitter, moving

UAVs will obtain scattered noise that reach the receiver by multipath, which can be denoted as

g(u) = gr(u) + jgo(u) (1)

. — eoived < B S T gt T e ot ,
where the envelope of received signal r = | /g7 (u) + gQ(u) obeys a Rayleigh distribution. g;(u) and
go(u) are two independent quadrature Ganssian random variables with zero mean and variance ¢°.

The probability density function (PDF) of the amplitude is

r 2

Jtr) = o 202 >0 (2)




When a RF emitter is present, its dominant signal component will contribute to a line-of-sight

(LOS) propagation path, consequently the envelope in this case follows Rician distribution with

PDF
2ipa?

flr) = 2l Io(%)- 6> 0 (3)

E(’
where Io(-) is the zero-order modified Bessel function and it is monotonically increasing for positive
argument; s is the averaged RF signal amplitude.

Assume the presence of RF emitter is with probability 0 < p < 1, then Bayesian's decision rule

can be designed as

r - '2+.:;‘2, 74 emitter erists
E(f 20 ]()(‘57) > L:P (1)
r2 <
" ] )
é)‘(. 202 no emitter  F
Based on 4. the detection threshold turns out to be
1 =P 52
L' 910.1(__1_)(20 (5)
S P

Therefore the probability of detection, i.e.. the probability that the RF emitter be detected at its

real presence can be expressed as

POl Tl g
Py=p{r 2T} /T 2 B 10(@)(17‘ (6)
The probability of false alarm cau be denoted by
o T r2 - 2
d D

2.2 Path Loss and Log-normal shadowing Approach

In our work, we assume the SUAS is composed of R(R > 3) small UAVs. Each UAV is equipped
with N(/N > 1) ES sensors, whose task is to provide Received Signal Strength Indicator (RSSI) of
RF emitters. A processor is also on-board to compute the current distance from the RF emitter to
the sensors based on RSS1. Notice that even though the computation can be achieved in a very fast
time on a basis of detected RSS1, estimated distance poses drifts from the real distance due to the
relative motion between the UAV and the RF emitter as well as wind gusts during the moment of

computation. Thus multiple sensors are employed to provide the receiver diversity. Later we will




show that multiple sensors help reduce the distance error and mprove the geolocation performance.
The processor also applies Equal Gain Combining (EGC) to average out local spatial variations
within a UAV. EGC is adopted due to its simplicity and fast computation. Additionally, each UAV
works independently and knows its own position either by a GPS receiver or pre-planned paths.
Also, it is capable of communicating with a fusion center, which makes a final geolocation decision
based on the information given by multiple UAVs.

Assume an emitter 1s sending out RF signal and a UAV d distance away from it detected the
signal at this moment. The signal propagating between these two points with no attenuation or
reflection follows the free-space propagation law [17]. This commonly adopted path loss model as

a function of distance is expressed as

Pldy d
P(dy) e

(8)

where dy 15 a close-in distance used as a known received power reference point; 3 is the path-loss
exponent depending on the propagation environment. « is a unitless constant that depends on the

antenna characteristics and the average channel attenuation, which can be defined as

C
ydB = 20 Igtlnfdn (lg = logra) (9

where C 15 the speed of light and f denotes the frequency. This definition is supported by empirical
data for free-space path loss at a transmission distance of 100m [18]. Based on this free-space model,
the power in dB form is linearly decreasing with the increase of log(d), as illustrated by the straight
dash line in Fig. 1.

However, in practice, the reflecting surfaces and scattering objects will typically contribute
to the random variation of RF signal transmission. The most common model for this additional
attenuation is log-normal shadowing, which has been empirically confirmed to model accurately
the variation in received power in both ontdoor [19] and indoor [20] environments. In this case, the
difference between the value predicted by the path loss model and the actual power is a log-norinal

random variable, i.e., normally distributed in dB, which is denoted by

e = s han 4 X -




where X is a Gaussian random variable, with mean m and variance 2.

We will use the combined path loss and log-normal shadowing model to estimate the distance
between RF emitter and a UAV through RSSI. This model is iltustrated in Fig. 1 with a dotted

curve. The power in dB 15 given by

P, Lo
! lag = 10lgy — 1()519(;) 5 (11)

[P(doi

where Py, 15 the RSSI of ES sensor i. Based on (11)., when P, 1s detected, the processor can easily

compute d; in a dB form, which is

: 1 r, X
= = 3d - | — - 12
dyiB ‘3{743 + Adoan [P(do)]‘“}} + 3 (12)
Notice that d,qp - ;l;{’)dB + Bdoyp — [-,—,%a],m}. therefore
) X
diap — digp = 3 (13)

Then it is obvious that the expectation of distance mean square error based on sensor 1 is

A me gt
E{(dia — dian)’} = —gr (14)
L

N sensors equipped on a UAV are applied to compute the local mean distance that average the

local spatial variations. The estimated local mean distance is
e
D- ';Zdum (15)
N
1=l
This value is obtained based on dB measurement due to the smaller estimation error compared to
the linear forin [21].
Notice that D = dg3. At the detection moment, UAV is d distance away from the RF target,
1e., dgp = dgp. Also. each sensor independently obtains the d,yp, i.e., dgyp — d,q;3 can be considered

independent for different 7, thus the expectation of distance mean square errvor for each UAV can

be expressed as
m? + o

E{(D - D)*} = NI

(16)

This shows that based on path loss and log-normal model, the larger number of sensor N. the

smaller distance mean square error will be achieved for each UAV,

-1




As each UAV geolocates RF emitter only based on RSSI and there is no any information about
phase, in this situation the current detected area at the moment can be denoted by a = nd?. If a
is denoted by dB form, then A = 10lgn + 2D, therefore the expectation of area mean square error
for each UAV 1s

m? + 02)

Pa= B{(A~ AP} =4B{(D - DY} = NP (17)

Finally the upper bound of geolocation area mean square error of a UAV network can be denoted

by

R R
P= P4y sy = R LT) (18)
1=1 i=1
We show this upper bound in Fig. 2, where R = 3,m = 0,3 = 2 are used for illustration.
Apart from geolocation performance, we also define distance range probability as the probability
that the estimated local mean distance D falls within Dy < D < Dy, where Dy < D» and D). D,

are also in dB form. The corresponding linear form of D, Dy and D, are d,d, and da respectively.

In order to simplify the expression, we would like to denote

1 P(d
S, {vaB + | E,TO)

="
a

lap — BD; + Bdogp}, i=1,2 (19)

It's obvious that Sy < Sj. Therefore the distance range probability turns out to be

Q(S2) ~ Q(-51) = Q(S2) + Q(S1) — 1 if (a)S) < Oor (b)) < Sy < S5,

Q(=51) - Q(S2) =1-Q(S1) — Q(S2) if (c)0< ~S2< Sy or (d) S2>0
(20)

P(D\, < D < Dy) =

where the Q-function is defined as the probability that a Gaussian randomn Z is greater than x:

Q) =pz >0 = [ =y (21)

o
The (a)-(d) situations are illustrated in the Fig. 3. It’s worth mentioning that P(D; < D < Dj) =
P(d, < d< d). When Dy and Dy are set to be values pretty close to D, (20) turns out to be the
probability of correct distance range

Based on our previous analysis, it’s obvious that




When the relative motion between UAV and the emitter is very slow, the mean of f.\}ﬁ re.,
I = 4 can be considered zero because the mean may be considered to describe the average
hscrepancies in real and estimated distance between the RF emitter and the UAV during the
moment of computation. Also, for simplicity and clarity, we use 1) to denote the vartance of _,Q,{q.

which 1s -\%2—95 Therefore, the probability of estimation that RF emitter locate i the range (D), D»|

by a single UAV becomes

P.o(Dy,Dy) = /mpungﬁgmuqmm (23)
; nL,)2 ‘ 1 o
= /D‘ P(Dy <D< DQ)\/2—7”’( m? 4D
= PWDi <D< D) - QD)

When the relative motion between the UAV and the RF emitter is obvious, due to the random
variation, even the mean can be considered as a variable which follows uniform distribution in the
range (L), Lo](in dB form), where Ly < Dy — D and Ly > Dy — D. In this case, the probability of

RF emitter locating in the range (D), D] by a single UAV becomes

Dy = Ly 4 (=D v)? 1 F
Pan(Dy,Dy) = P(D, <D< D —c - - —dvdu 24
WDy, D) /D] (D, 2).1., Vo — (24)
PDi<D<D) f** Di-D-v Lz Do—D-v
Or=D2Da) (Moo=l [T o= DY,
Lo — L Ji, U] Ji, ]

2.3 Netcentric Decision

As soon as each UAV obtains its distance from the RF emitter, this data will immediately be sent
to a fusion center through TDMA data links. The fusion center can be a ground station or even
mounted on one of the UAVs. Due to the shadowing and multiparth, the signal sent by a UAV
will encounter fading before arriving at the fusion center. Assume the instantaneous signal-to-noise

ratio (SNR) is y, the statistical averaging probability of error over the fading distribution (22] is

o
Py = /) B pilade (25)
JC

where P,,(y) is the probability of symbol error in AWGN based on a certain modulation scheme

and ps(y) denotes the PDF of the fading amplitude.




Apply the moment generating function (MGF) My(s) = ()‘( pry)e¥dy and alternate Q-
function Q(r) = 1’{ ”"/2 c“':;v‘d@, we derive the probability of symbol error for the UAV network
using 4 most common modulation schemes: phase-shift keying (MPSK), pulse amplitude modula-
tion (MPAM). quadrature amphtude modulation (MQAM) aind noncoherent frequent-shit keving

(MFSK) respectively as follows:

(M-1)n
1 M sin®(w /M
Pempsk.y== My(—— ‘.( 2/" ))dsﬂ (26)
T Jo sSIn” @
2AM - 1) /Z =
7 e = N 2 M- Y o
MPAM_f pyy : f P v . l))(«,, (27)
1 VM -1 (3 3
2% = —(— Mi(—-———)dy 28
MQAM._f = = )A I 20N 1)Sin'2(p)(‘k (28)
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- - y R _ e (
VM Sy T T - st e’ Y
o | n
Pemrsk.g = 3 M o
RS nzl( " )n +1 ! n+ 1) 2

When the channel is Rician fading with factor K, after derivation the detailed expression of

(26)-(29) are as follows respectively:
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To sunplify the (30)-(33), two extreme cases are taken into account. When the Rician fading
factor K — 0, it becomes Rayleigh distribution, therefore (30)-(33) can be denoted using following

expressions in this case:
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When K — oc, the Rician fading channel becomes AWGN channel. In this situation, the
probability of symbol error based on above modulation schemes have been well studied and the
result is provided in [17], Table 6.1.

According to these performance, the best modulation scheme can be chosen to reduce the
probability of error. This will be further illustrated in Section 3 by simulations.

For simphcity and clarity, we assuine the RF emitter is on the ground surface. In the case that
the relative motion between the RF emitter and UAVs are quite slow, the UAV a is able to be
aware that the REF emitter is somewhere on a circle, of which the center 1s itself and the radius is
d,. as illnstrated in Fig. 4(a). Another UAV b can also identify that there 1s a RF emmtter on a
ciremmference with radius dy,. After combining the information from both a and b, the fusion center

will be aware that the target either locates at the position A or B. With the help of a third UAV
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¢, the fusion center will have the knowledge that the RF emitter 1s at the position A. Therefore
with the triangulation, 3 UAVs are able to locate the RF enntter on the ground. In the case that
the target is above the ground, 4 UAVs are necessary with one more member providing altitude
geolocation information.

When the relative movement between the target and UAVs are obvious, a and b will aware that
the RF emitter 1s moving within a ring area. and the fusion system will understand that the the
target is within the intersection of 2 rings. Suppose the intersection area is abe (the intersection
can also be 2 independent areas. liere we use one case for illustration without loss of generality),
shown in Fig. 4(b). When the data from c is obtained. its detected range ring will intersect with
abe in a line DE. Therefore, the trace of the RF emitter DE will be suceessfully obtamed. After a
few numbers of measurement, the motion speed, acceleration of the target can be calculated based
on range and time difference.

Due to the independence of the distance estimation by each UAV and the transmission of data to
the fusion center, the probability that a single UAV accurately provides the geolocation information
to the fusion center is Pes(Dy, D) - (1 — Pe_ppsk_g) OF Pem{dy, d2) - (1 = Pe ppsk._g) for different
relative motion situations, where Dy, Dy and dy.dp are close to D and d respectively. Therefore,

the probability of error for the netcentric SUAS made up of 3 UAVs can be denoted as

Py < 1= |Peg(D1.D2) - (1 = Poypsig)? (38)

Pem £ 1- [Prm(dl~d2) ’ (1 —aF )\IPSK,]')]3 (39)

The above expressions are error upper bound, this 1s because the netcentric decision provides
much more resilience than a single UAV. For example, in Fig. 4(a) assume UAV «a and b accurately
geolocate the target while ¢ has a large location error and believes the target is far away from the
pint A and B3, the whole system may still provide accurate estimation if ¢ determines that the
target is closer to A compared with 3. Demanding every UAV to provide accurate information to

fusion center is a stringent rule, therefore (38) and (39) are npper bounds.
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3 Simulation Results and Performance Analysis

Simulations on a basis of mathematical expressions in Section 2 are presented in this Section for
better analysis and illustration about SUAS performance. In the simulation, we assume d = 100m,
dy = 0.1d and 3 = 2.

Fig. 5 describes about error probability of distance range vs. frequency for a single UAV, where
dy — 0.99d and dy = 1.01d have been used. The curves show that given the same ¢ (see (10)), the
error probability of distanece range will be reduced as the frequency increases. However, when the
frequency is higher than a certain threshold value, such as 10® for ¢ = 10, the error probability
becomes a constant. This phenomenon is the result of nonlinearity of the Q function. Therefore,
this UAV system is more appropriate for geolocate an emitter with higher frequency.

Fig. 6 shows the contribution of another important factor power-rate-to-noise ratio (PRNR) to
the correct probabihty of distance range for a single UAV. We define PRNR as 1}7@ It 15 easy to
observe that similar to Fig. 5, there is also a threshold value in correct probability of distance range.
The larger the 7 (see (22)), the smaller the threshold value as well as the probability correctness.

Fig. 7-10 illustrate upper bound error probability for netcentric UAVs based on (38) and (39).
Fig. 7 and 8 are in the environment of AWGN while Fig. 9 and 10 are for Rayleigh fading. In the
case that relative motion between the RF emitter and UAVs are slow, d; = 0.99d, d, — 1.01d and
7 = 1: when the relative motion is obvious we apply |} = —0.1d, I3 = 0.1d and 1 = 1, therefore
P(Dy,Dy) = 09876 and Py, (Dy.D2) = 094, In Figs. 7 and 9. modulation schemes MFSIK,
MPAM, MPSK and MQAM with M = 4 are applied for illustration. This does not mean A = 2
can not be used. Aectually, the smaller M, the smaller probability of symbol error rate for the
same modulation scheme. That partially contributes to the smaller probability of error in Fig. 8.
Moreover, the resilience of netcentric design makes the probability of error using BFSK and BPSK
much smaller compared to that of 4-FSK and QPSK. Tlis is the same situation while comparing
Fig. 10 with 9.

These figures show that no matter the wireless radio channel between UAVS and fusion center
is AWGN or Rayleigh, MQAM will provide the smallest probability of error at low SNR while

MPSK will provide the sniallest probability of error at moderate to high SNR. Therefore MQANI
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and MPSK can be applied for adaptive modulation for data fusion depending on how large is the

SNR at the receiver of fusion center.

4 Conclusions

In this work, we propese a passive geolocation approach to locate RF emitter using a netcentric small
UAV systems (SUAS) equipped with ES sensors. This approach is based on log-normal shadowing
model, which has been empirically confirmed to model accurately the variation in received power in
propagation environments. We show that the geolocation error is essentially a log-normal random
variable. The larger number of ES sensors, the smaller geolocation area upper bound error. We
also analvze the ervor probability of distance range for the system. We demonstrate that when the
emitter frequency is higher than a certain threshold value, the error probability becomes a eonstant.
The situation is similar for power-rate-to-noise ratio (PRNR). Regardless what the wireless radio
channel between UAVS and fusion center is, for example AWGN, Rayleigh or Rician, at low SNR
MQAM modulation is applied while MPSK will be chosen at moderate to high SNR due to the

smallest performance error of the whole system.
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Abstract

Inspired by recent advances in MIMO radar, we introduce orthogonal pulse compression
codes to NIMO radar system in order to gain better target direction finding performance. We
propose the concept and the design methodology for the optimized triphase phase coded wave-
forms that 1s the optimized punctured Zero correlation Zone (ZCZ) sequence-Pair Set (ZCZPS).
The method is to use the optimized punctured sequence-pair along with Hadamard matrix in
the ZCZ. According to codes property analysis, our proposed phase coded waveforis could
provide optimized autocorrelation and cross correlation properties in ZCZ. Then we present a
generalized MIMO radar system model using our proposed codes and simulate the target direc
tion finding performance in the system. The simulation results show that diversity gain could
be obtained using our orthogonal pulse compression codes for MIMO radar system. The more

antennas used, the better target direction findimg performance provided.

Index Terms : MIMO radar, orthogonal, optimized punctured ZCZ sequence-pair, phase coded

waveform




1 Introduction

The previous work [1] [2] [3] showed that processing data from a radar network with spatially
distributed nodes could offer significant perfonnance mmprovement, as a result, there has been
considerable imterest. in MIMO radars which employ multiple antennas both at the transmitter and
at the receiver. The present important research of MIMO radar includes all kinds of techniques, such
as waveform design [4] [5] {6]. ambiguity function (8], patternform syntheses [9]{10], detection and
localization performace analysis [4]-[10]. space-time adaptive signal processing, direction finding.
etc. In [5]. the authors design covariance matrix of the probing signal vector transmitted by the
radar to achieve the desirable fectures of a MIMO radar system. The desirable fectures could be to
choose freely the probing signals transmitted via its antennas to maximize the power around the
locations of the targets of interest, more generally to approximate a given transmit beampattern,
and also to minimize the cross-correlation of the signals reflected back to the radar by the targets of
interest. In {6], they also propose a cyclic optimization algorithm for the synthesis of a given optimal
covariance matrix i under various practical constraints to construct signals which also have good
auto- and cross- correlation properties in time. In addition, based on investigating target detection
and parameter estimation techniques for a multiple-input multiple-output (MIMO) radar system.
the authors {11] propose an alternative estimation procedure, referred to as the combined Capon
and approximate maximum likelihood (CAML) method which can provide excellent estimation
accuracy of both target locations and target amplitudes. In [12], the authors provide a review of
sonie recent work on computing the Cramer-Rao lower bound (CRLIB) on the achievable localization
accuracy by using the geometric dilution of precision (GDOP) as a tool for assessing and illustrating
the localization accuracy of the Best Linear Unbiased Estimator (BLUE).

Apart from the work mentioned above, direction finding {13] [14] is such a technology that a well

known waveform is transmitted by an omnidirectional antenna, and a target reflects some of the



transmitted energy toward an array of sensors that is used to estimate some unnknown parameters,
e.g. bearing, range, or speed. Also. beamforming [15] is another important process generally used
in direction finding process that an array of receivers can steer a beam toward any direction in
space. The advantages of using an array of closely spaced sensors at the receiver are the lack of
auy mechanical elements in the system. the ability to use advanced signal processing techniques
for improving performance, and the ability to steer multiple beams at once. In this paper. we will
focus on the direction finding performance of the MIMO radar system.

MIMO radars, unlike phased array radars, transmit different waveforms on the different anten-
nas of the transmitter, which makes it necessary to do the waveform design for the system. Some
researchers have already done some work on the MIMO radar using orthogonal waveforms [16],
partial correlation waveforms [10] or the more general non-orthogonal set of waveforms [17]{18][19).
Nevertheless, in this paper, we design a set of new triphase orthogonal waveforms for the MIMO
radar system using the pulse compression technology. Fo the best of our knowledge, it is the first
time to introduce pulse compression codes to MIMO radar system to improve the direction huding
performance. Pulse compression, known as a technique to raise the signal to maximmnn sidelobe
(signal-to-sidelobe) ratio to improve the target detection and range resolution abilities of the radar
system. allows a radar to simultaneously achieve the energy of a long pulse and the resolution of a
short pulse without the high peak power [28]. A generalized MIMO radar signal model using our
triphase orthogonal pulse compression codes is analyzed and the simulation results show that better
performance could be obtained by combining MIMO radar and pulse compression codes together.

The rest of the paper is organized as follows. Section 2 introduces the definition and properties
of ZCZPS as well as a set of specific ZCZPS which is the optimized punctured ZCZPS. A method
using optimized punctured sequence-pair and Hadamard matrix to construct ZCZPS is also given

and proved. Section 3 presents and analyzes a generalized MIMO radar system for our proposed




codes. In section 4, some sunulation results are provided by using spectfic examples with ditferent
number of unifornt linear antennas at the transmitter and receiver of MIMO radar system. In

Section 6, conclusions are drawn on our newly provided orthogonal pulse compression codes and

MIMO radar systenr.

2  Orthogonal Pulse Compression Codes

A set of orthogonal pulse compression codes could be used in the MIMO radar system to gain
the diversity and improve the direction finding performance. In this section. we will propose and

analyze the concept and design methodology for a new triphase coded waveforms which could be

applied to MIMO radar system.

2.1 The Definition and Properties of ZCZ sequence-Pair Set

Here, we introduce sequence-pair into the ZCZ concept to construct ZCZPS. We consider ZCZPS

(X.Y), X to be a set of I sequences of length N and Y to be a set of K sequences of the same

length N
xPeX p=01.2..K-1 (1)
yWeY ¢=012..K-1 (2)

The autocorrelation function for sequence-pair (x”,y?) is defined by:

N-1
Rx("))’(p)(T) = Z Isp)ygj:r)mod,’\/'o <— & S N-1 (3)
=0

I'he cross correlation function for sequence-pair (x?, y?) and (x4, y1),p # q is detined by:

N-1
(Wx‘l"y(q)(T) e Z 'lrfp)y((?r'r)nmd}\”O = ) = (4)
=0
N-1
(vx("))"‘”)(T) = T’(Q)u((z)f“r)mmlf\"o 8375 N-—1 ('-))
=0
4




For pulse conmtpression sequences, some properties are of particular concern in the optimization
for any design in engineering. They are the peak sidelobe level, the energy of autocorrelation
sidelobes and the energy of their mutual cross correlation [26]. Therefore, the peak sidelobe level
which represents a source of mutual interference and obscures weaker targets can be presented as
maxy | ey (7). 7 € Zo (zero correlation zone) for ZCZPS. Another optimization criterion for the
set of sequence-pair is the energy of autocorrelation sidelobes joined together with the energy of cross
correlation. By minimizing the energy. it can be distributed eventy, and the peak autocorrelation

level can be minimized as well [26]. Here, the energy of ZCZPS can be emptoyed as:

K-12y By 2K
E=} ZRi(r:)y(p)( Z Z Y Guicialt) (6)
p=07=1 p=0 ¢=0 7=0

(p#q)

According to (6). it is obvious to see that the energy can be kept low while minimizing the auto-
correlation and cross correlation of the sequence-pair set.

Then, the ZCZPS can be constructed to minimize the autocorrelation and cross correlation of
the sequence-pair set and the definition of ZCZPS can be expressed:
Definition 2-1 Assume (x (p),ygp)) to be sequence-pair set of length N and the number of sequence-
pair K, where p = 1.2.3,. N — 1,1 =0,1,2, .., K — 1, if all the sequences in the set satisfy the

followmg equation:

N-1

o pla®
Rx”’)y(‘” Z z, y(1+-r ymod(N) — Z yl T(i+7)mod(N)
1=0

AN, fort=0.p=gq
=\ 03 for7=0,p#¢q (7)
[ 0. for 0 < |7| < Zy
where 0 < A < 1, then (;r,(p) yf’)) is called a ZCZ sequence-Pair, ZCZP(N. K, Zy) is an abbrevia-

tion, and (X.Y) is called a ZCZ sequence-Pair Set, ZCZPS(N. K. Zy) 1s an abbreviation.
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2.2  Definition and Design for Optimized Punctured ZCZ Sequence-Pair Set

Matsufuji and Torii have provided some methods of constructing ZCZ sequences in [23] [24]. In this
section. a novel triphase coded waveform. namely the optimized punctured ZC7Z sequence-pair set,
is constructed through applying the optimized punctured sequence-pair [25] to the zero correlation
zone. In some other words, optimized punctured ZCZPS is a specific kind of ZCZPS.

Definition 2-2 [25] Sequence u = (ug, uy. ..., un_1) is the punctured sequence for v = (v, vy, ..., un 1),

0. if u; is punctured
o= (8)

v, if u; 15 Non-punctured
Where p is the number of punctured bits in sequence v. suppose v; € (=1,1), uj € (~1.0.1). uis
p-punctured binary sequence, (u.v) is called a punctured binary sequence-pair.

Definition 2-3 [25] The autocorrelation of punctured sequence-pair (u, v) is defined

N-1

Ruv(T) : Z “il'(z+'r)mndN~0 27 &Nl (9)
1=0

I the punctured sequence-pair has the following autocorrelation property:

E. ifr = 0modN
Ruv(7) = (10)

0. otherwise

the punctured sequence-pair is called optimized punctured sequence-pair [25]. Where, F =

—~N-1 ~ :
I WiV(ir)modN = N — p, is the energy of punctured sequence-pair.

I ('pr) yfp)) in Definition 2-1 is constructed by optimized punetured sequence-pair and a certain

matrix, such as Hadamard matrix or an orthogonal matrix, where

J,(P)‘ (-1,1), i=0,1,2,..N -1

1

?/zm‘( L0, @ =00002, 0, N =1

N-1 N-1
= p). (q)= _ (r) (q)
Rx(”))’(")(T) - Z & y(i-{-r)modN - Z Y 'T(1+T)mmlN
=0 1=0
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AN, fort=0.p=g
=9 0, fort=0.p#q (11)

0. for 0 < |7] < Zy

where 0 < A < 1, then (.rf”). yz(p)) can be called optimized punctured ZC7Z sequence-pair set. [3ased
on odd length optimized punctured binary sequence pairs and a Hadamard matrix. an optimized
punctured ZCZPS can be constructed on following steps:

Step 1: Considering an odd length optimized punctured binary sequence-pair (u, v), the length

of each sequence is V)

u = ug, Uy, UN 1, 8 € (=1, 1),
V= U9,V . UN -1, 4 € (=1,0,1),

1=0,1,2..... Ny — 1, N, odd

Step 2. A Hadamard matrix B of order V; is considered. The length of the sequence of the
matrix is No which is equal to the number of the sequences. Here, any Hadamard matrix order is

possible and b is the row vector.

B = [bn;bl; ...;sz 1],

b' = (B, b}, s by 1),
Mo, GEg=1%
Ryini =

0, ifi#j

Step 3: Perform bit-multiplication on the optimized punctured binary sequence-pair and each

-3




line of Walsh sequences set B (Hadamard matrix), then sequence-pair set (X,Y) is obtained,

bt = (b, b, o bly, 1), = 0,1, Np — 1,

<

o Uj"lf’leb;nnongvU <i<Ny—-1,0<j<N-1,

~

X = (x%,x!, ., xNM 1y,
0<i<Na—10<j< N1,

_ Y
Y; = YymodNy Y5mod N,

Y = (yO’y]‘ “.’y.'\"z—])

Since most of optimized punctured binary sequence-pairs are of odd lengths and the lengths of
Walsh sequence are 2", n = 1,2, ..., most of GCD(Ny, N3} = 1, common divisor of N} and N is
1. N = Ny« Ny, If GCD(N;, Ny) # 1, N should be the least common multiple lem(Ny. Na). The
construction method for the case of GCD(Ny, Na) # 1 should be similar to GCD(N;, N3) = 1. s0
we would only consider the case of GCD(N,y, N3) = 1 in this paper. The sequence-pair set (X.Y)
is optimized punctured ZCZPS and Ny — 1 is the zero correlation zone Zy. The length of each
sequence in optimized punctured ZCZPS is N = Nj x Ny that depends on the product of length
of optimized punctured sequence-pair and the length of Walsh sequence in Hadainard matrix. The
number of sequence-pair in optimized punctured ZCZPS rests on the order of the Hadamard matrix.

Y in sequence set Y constrict

The sequence x' in sequence set X and the corresponding sequence y
a sequence-pair (x',y') that can be used as a pulse compression code.

The corretation property of the sequence-pair in optimized punctured ZCZPS is:

Ry (1) = Ryye(7) = Ruv(tmod Ny )Ry, (Tnod N3)
= Ruv(tmodNy )Ry, (Tmod Ny)
ENy, if1=0/i=j
= 0. fO<|r|< Ny —1,i= (12)

0, ifi+# 7




where N; - 1 is the zero correlation zone Zg.
Proof:

1) When i = j,
T =0,
Ruv(0) = E, Ryi,i (0) = No,
Ryiys(0) = Ry (0) Ry (0) = E'Ny;
0<|r| < Ny -1,
Ruv(T) = 0.

Ryiys (1) = Ruv(TmodNy )Ry, (TmodNg) = 0;

2) When 7 # ;.

=50

Ry (0) = 0.

Rx'yz(()) - Rxly'(o)

= Ruv(TmodNy) Ry, (Tmod Ny) = 0;
0<|r| < Ny-—-1,

Ravi@) =10;

Ryiyi (1) = Ry (7)

= Ruv(TmodNy) Ry (Tnod Ny) = (.

According to Definition 2-1, the sequence-pair set constructed by the above method is ZCZPS.
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2.3 Properties of Optimized Punctured ZCZ Sequence-pair Set

Considering the optimized punctured ZCZPS that is constructed by the method mentioned in the
last part, the autocorrelation and cross correlation properties can be simulated and analyzed with
MATLAB. For example, the optimized punctured ZCZPS (X,Y) is constructed by 5-bit length

optimized punctured binary sequence-pair (u,v),u = [+ + — + =], v = [+ + 000] (using '+’ and

! !

" svmbols for ‘1’ and ' — 1') and Hadamard matrix H of order 4. We follow the three steps
presented in Section B to construct the 20-bit length optimized punctured ZCZPS. The number
of sequence-pairs here is 4, and the length of cach sequence is 5 4 = 20. The first row of each
matrix X = [x;:x2:x3:x4] and Y = [y :y2;y3: y4] constitute a certain optimized punctured ZCZP

(x1.y,). Similarly, the second row of each matrix X and Y constitute another optimized punctured

7.C7 sequence-pair (xs. and so on.
q p 2

bt -4+ —++—F—++— +-
‘ i o e s s o T
R =
i e e et ST
e e ate e et
+ + 000 + +000 + +000 + +-000W
+ =000 — +000 + —000 — +000
Y =

+ 4 000 + —000 — —000 — +000

|+ - 000 — —000 — +000 + +000 ]
The autocorrelation property and cross correlation property of 20-bit length optimized punc-
tured ZCZ sequence pair set (X, Y) are shown in Figs. 1 and 2.
From the Figs. 1 and 2. the sidelobe of autocorrelation of ZCZPS can be as low as 0 when the
.

time delay 1s kept within Zy = Ny = 5 (zero correlation zone) and the cross correlation value is

kept as low as 0 during the whole time domain.
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Figure 1: Periodic autocorrelation property of optimized punctured ZCZPS

MNormalized amplitude
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Figure 2. Periodic cross correlation property of optimized punctured ZCZPS
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It is known that a suitable criterion for evaluating code of length N is the ratio of the peak
signal divided by the peak signal sidelobe (PSR) of their autocorrelation function, which can be

bounded by (27]
IPSR]JB < 20logN = [PSRmuI]dB (13)

The only uniform phase codes that can reach the PSR, are the Barker codes whose length is
equal or less than 13. The sidelobe of the new code shown in Fig. 1 can be as low as 0, so the peak
signal divided by the peak signal sidelobe can be as high as infinite. Besides, the length of the new

code is various and much longer than the length of the Barker code.

3 MIMO Radar Signal Model

There has been considerable interest in the use of mmltiple transmit and receive antennas to offer
significant performance improvement in wireless communication. In particular, MIMO radar uses
diversity techniques to umprove the capacity and performance of the radar systems. In addition.
pulse compression, which allows a radar to simultaneously achieve the energy of a long pulse and
the resolution of a short pulse without the high peak power required by a high energy short duration
pulse 28], is generally used in modern radar systems. 1n this section, we describe a signal niodel
for the MIMO radar system using orthogonal pulse compression codes. Assume a radar system
that utilizes an array with M antennas at the transmitter, and M antennas at the receiver. For
simplicity, we assume that the target scatters are laid out as a linear array, and the arrays at. the
transmitter and receiver are parallel. A transmitting linear array made up of M elements equally
spaced a distance d apart. The elements are assumed to be isotropic radiators in that they have
uniform response for signals from all directions. The first antenna will be taken as the reference

with zero phase. The signal radiated by the m-th transmit antenna impinges at angle #. From



stmple geometry, the difference mm path length between adjacent elements for signals transmitting
at an angle 8 with respect to the normal to the antenna, is dsinf. This gives a phase difference
between adjacent elements of ¢ = 27(d/A)sind. where A is wavelength of the received signal. And
the phase difference for m-th transmit antenna is ¢, = 27((m — 1)d/A)sinf. For convenience, we
take the amplitude of the received signal at each element to be unity. A pulse compression code

Cpn = LPK o Chi(t- p7.) is applied to m-th transmit antenna, and the signal vector induced by the

m-th transmit antenna is given by

m

'm= [COCHC®  ciP-D) e e [-1,0,1); (14)

gm = e 9 [COCcMcd  cP-IT | < m < M;

m m m - m

The signal vectors are organized in the M x P transmit matrix G = |qlg2...gM]T. The transmitted
waveforms are histed along the diagonal of the matrix S = diag(s;,....,sar). The transmitted

waveforms could be normatized such that |s,

= 1/M. The normalizing method ensures that
transmitted power is not dependent of the number of antennas. Suppose, all antennas transmit the
same waveform, S = sIas, where the subscript denotes the order of the unity matrix.

Similar to the transmitter. the model for the array at the reeeiver could be developed. resulting
in an M x PP channel matrix K. Similarly, the first antenna on the receive part will be taken as the
reference with zero phase. The signal radiated by the n-th receive antenna impinges at angle fl.
The phase difference for n-th transmit antenna is ¢, = 27 ((n— 1)d, /A)sinfy. For phase-modulated
pulse compression waveforins, the corresponding pulse compression codes C},, = Ll, o Ot —pre)
have to be applied to each receive antenna to nnplement the matched fitter. The signal vector

arrived at the n-th receive antenna could be given by




£ e gty @lP=) clolie =g.0,10; (15)

T, = (._N’"[C;I(O)C;l“)C;(z)...c;,(l)' )

K = [kykg..kp]T

Having the transmit and receive matrix together, the MIMO radar channel model is given by M x M

matrix

H = K[GHy]
ky An A

ko . . Al A2
= (9795 - 9h]

kg | AM1 A2

edlo1-v1) Z;I;)—_()l C}(P)C;(P) el (d2—¢1) Z;}::_()l Cép)C;(p)

@12 $P-1 O CB)  ilor—ed) - P-1 O CP)

: 07 (1 -0n1) Zg»/nl Cl(p)c;\(ln) el (®2—0n1) Z;:O‘ Cé”)C;\(f)

/\]1 /\1'2 PP /\]A.[
Aoy Ao /\2}\[
*
| A Aarz o A |

Where > 15 the channel matrix.

(16)
A1

Aanm

AMM

e

PR ICIVESY Z;:‘n] C}(\’;)C;(p)

eI Or—¢2) 25_“01 C}(\l;)(,v;(l’)

e (Dar—var) Z;’;ﬂl C}(\l;)(.';\(;))

It is easy to see that if we select orthogonal pulse compression codes for transmit and receive
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antennas, so it 1s satisfied that

Fl - B mm=n
~(p) _ 5
GG = (18)
p=0 0 m#n
The H matrix turns to be
G -e)p. eil-e)p 0 eiom-w1) B 1
- B pild—v)p  ilem-v2) B
H =
r-vmp e enm)p o elomevn) B
An A2 Arag W
A2l A Aang
*
A Amz o Ama
Ape®r-w g Apped@r=a) g Myl g W
Mgy el (@2=v2) Apped(¢2=v2) von Agppedlde—e2) F
A0 @M =M E AppelOM-onm)p A pedOM—enm) o

As a result, the signal vector received by the MIMO radar is given by
r=HS+n (19)

where the additive white Gaussian noise vector n consists of i.i.d, zero-mean complex normal
distributed random variables with variance 1/SNR. The transmitted waveforms are normalized
such that |s|? = 1/M. The normalizing factor ensures that the transmitted power is independent

of the number of transmit antennas. In this case that all antennas transmit the same waveforin.

S = SI.\],




If receiver antenna uses a beamformer to steer towards direction 0(’). ga'n = 2n((n - 1)(1,/,\).91'710(').
and a(by) = |e7%1,e7%2, .., e ¥~ | and B(6;) = [u(();,);a(();,);...:(\(9;))]~ The output of the

beamformer is '

y = T';"((}“‘) = HSL".(OO) Sl ] (20)
Ajjedter »;1)1559 ,\1291((:)1—k;n)EwQ /\IAI(»j(¢1- w)qu W
Appel{02=¥2) o g Apell®2mvdE s L Agyel2¥R) B
— *
Aagye?ton V\I)Esg AppoedOM—¥MIp s ,\MM(»J(W:-VM)ESS
r 7 ’ ’ —1
el¥1 el¥2 e J¥Ar
eIV el¥ e I¥nm ,
+n
eIV eI¥2 . eTI¥M
~M h —~ A (&) — ‘ M A7 s
}_” 1‘\“(,1(@ V’*“FI)ESS ; 1,\“51(@ $°1+v-2)F§.q Zi__l /\“pj(dh w1ty u)},gs
A "y o ~M . AYS ~M o ‘Y
Ve 1,\21(1(% 241 B g T AgjedP2—v2tor) P o . = Agied(B2=02+03 ) P g
~Af 5 ¢ ~ ~Af 1 —w 4 ~ -~ Af S A ~
) g Aag el oM oMt B g ey Mgl @m—omta) P e g€ M —emtEy) B g
Sp )

Processing the output of y, we obtain the diagonal of the output matrix y that y’ = diag(y) and

change it imto a M x 1 vector y”. The output of the beamformer at the receiver antenna is

~M o
b ].XII(J(\” 1) E.s

>.:M'1 A€l P27¥2) B s

" d

~Af e 5
23 1\L’\l‘“](y" ) Bys
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Where E, >> ¢?(n’). In MIMO radar for direction finding (DF) purpose, the transmit antennas
are sufliciently separated, so the phase shifts at the transmitter are set to zero. It is easy to see that
when 0 = 0. ¢, = 2n(d/N)sinf = 0 and g, = [C,(,?)C,(,PC,(,?)...C,(,‘,V‘])]T. If the beamformer can
well estimate the direction 8y at the receiver antenna, in some other words, 0;) = 8y aadl vy, =l
We can get the result at the MIMO receiver antennas that
M M M &
y= Y MiEs, Y XioEs, ... > AmEes| +n (22)
i=1 i=1 i=1
We apply MSE to receiver antennas to estimate direction finding error. Similar to RAKE
receiver, we can choose the path which has the best performance before estimate the phase shift

error for of the target direction which could be called Selective Combining.

4 Simulations and Analysis

In this section, some results are provided using MATLAB simulations. Perforinance is parameter-
ized by the number of transmitting antennas M. Since a pair of Optimized punctured ZCZP has
been applied as the orthogonal pulse compression codes for transmit and receive antennas corre-
spondingly, the number of receiving antennas has to be the same as the number of transmitting
ones, which means N = M. The transmit antemras are spaced sufficiently to achieve diversity.
The target fluctuating model in which the channel fluctuated according to a Rayleigh distribution
is also considered in the simulation. Estimation MSE (mmean square error) is used as the common
figure of merit for comparing the performance of different systems of different number of transmit
antennas in the simulation systen.

We choose the path which provides the best performance before estimate MSE called Selective
Combining method. The MIMO radar systems of 4 and 8 transmit antennas are analyzed and

compared in Fig. 3.
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Figure 3: MSE of beamforming at the receiver (select the best path before estimate)

Irom the Fig. 3, it is easy to see that the 8-antenna system could always achieve about 2dB3
SNR gain comparing to the 4-antenna system if we select the path which has best performance
for estimation. The MSE approaches zero. when the SNR value is larger than 12dB for 8-antenna
system and 17dB for 4-antenna system. According to the above results, a general conclusion could
be drawn that the more antennas MIMO radar system utilized the better performance could be

obtained because of the diversity gain.

5 Conclusions

In this paper, we introduced the orthogonal pulse compression codes to the MIMO radar system
which has the same number of transmit and receive antennas to improve the radar direction finding
performance. We provided a set of new optimized triphase pulse compression codes, gave a specific
example and analyvzed the codes’ properties. We presented and analyzed a generalized MIMO radar
systeni model for our provided framework, in which Beamforming and estiinate MSE are also used to

find the direction of the target at receive part. Simulation results showed that significant diversity
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gain conld be obtained in MIMO radar system using orthogonal pulse compression codes. The
MIMO radar system using more antennas outperformes the one having less antennas. The paper
is only to introduce the basic concept of our newly provided MIMO radar system with orthogonal
pulse compression codes to find the direction of fixed targets. In the subsequent work. we may

consider the Doppler shift effect for inoving targets and some complicate radar channel models for

the new approach.
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Abstract

This paper presents new developed triphase code - punctured binary sequence-pair. The
definitions and the autocorrelation properties of the proposed code are given. Doppler shift
performance is also investigated. The significant advantages of punctured bmary sequence-
palr over conventional pulse compression codes, such as the widely used Barker codes, are zero
autocorrelation sidelobes and the longer length of the code which can be as long as 31 so far.
Applying the codes in the radar target detection system simulation, punctured binary sequence-
pair also outperfornis other conventional pulse compression codes. Therefore. our proposed code

can be used as good candidates for pulse compression code.

Index Terms : triphase, phase coded waveforni, radar system

1 Introduction

Pulse compression, which allows a radar to simultaneously achieve the energy of a long pulse and

the resolution of a short pulse without the high peak power required by a high energy short duration




pulse [1], is generally used in modern radar system. The main purpose of this technique is to raise
the signal to maximum sidelobe (signal-to-sidelobe) ratio to improve the target detection and range
resohition abilities of the radar system. The range sidelobes are harmful because they can mask
main peaks caused by small targets situated near large targets. The lower the sidelobes. relative
to the mainlobe peak. the better the main peak can be distinguished.

I the industrial world, pulse compression is one of the significant factors to determine the
performance of high detection and high resolution radar. For example, a satellite-borne rain radar
demands very stringent requirements on range sidelobe level of -60dB 2], a downward looking rain
measuring radar requires a range sidelobe of 55dB under the mainlobe level [3] [4]. and the air
traffic control systemr demands the sidelobe level lower -55dB [5].

There are two kinds of basic waveform designs suitable for pulse compression: frequency-codes,
such as linear frequency modulation (LFM) codes [6] [7] and nonlinear frequency modulation
codes(NLFM) [7] (8] [9]; phase-coded wavefornis, such as binary phase codes and polyphase codes.
For a phase-coded waveform, a long pulse of duration T'is divided into N subpulses eacli of width 7.
Each subpulse has a particular phase, which is selected in accordance with a given code sequence.
And the pulse compression ratio equals to the number of subpulses N = T/T, =~ BT, where the
bandwidth is B = 1/T;.

A common form of phase coding is binary phase coding, in which the phase of each subpulse
is selected to be either 0 or 7 radians. Since the binary phase codes are easy to generate, they
are widely used in modern radar system. However, when the selection of the phase is made ran-
domly. the expected maxinmin sidelobe is only about 2/ N of the peak of the compressed pulse. So
completely random selection of the phase, is not a good idea, and the criterion for selecting the
subpulse phases is that all the time-sidelobe of the compressed pulse should be equal and as low

as possible. One family of binary phase code widely used nowadays that can produce compressed




waveforms with constant. sidelobe levels equal to unity is the Barker code. It has special features
with which its sidelobe structure contains the minimum energy which is theoretically possible for
binary codes, and the energy is uniformly distributed among the sidelobes (the sidelobe level of the
Barker codes is 1/N? that of the peak signal) {10]. Unfortunately, the length N of known binary
and complex Barker codes is limited to 13 and 25, respectively [11], which may not be sufficient
for the desired radar applications. In [12] [13] (14], polyphase codes, with better Doppler tolerance
and lower range sidelobes such as the Frank and P1 codes. the Butler-matrix derived P2 code and
the linear-frequency derived P3 and P4 codes were intensively analyzed. However. the low range
sidelobe of the polyphase codes can not reach the level zero either, what is more, the structure
of polyphase codes is more complicated and is not easy to generate comparing with binary codes.
Theretore, we propose and analyze a new kind of triphase code punctured binary sequence-pair,
whose sidelobe level is as low as zero and the longest length of which is 31 in this paper, and
subsequently apply it to radar system. According to the simulation results, the new code can be a
good alternative for the current used pulse compression codes in radar system.

The rest of the paper is organized as following. Section 2 introduces the basic concept and
properties of our proposed code. In Section 3. an example of punctured binary sequence-pair is
given and its properties are investigated. In Section 4, the performance of our proposed code is
also simulated and analyzed in radar targets detection system. In Section 5, some conclusions are

drawn about the punctured binary sequence-pair.

2  Design of Punctured Binary Sequence-pair

First of all. there are some relating definitions listed here.
Definition 1 A sequence-pair (7, y) is made up of two N-length sequences x = (rg. 2y, ,xn_1)

and y = (yo.%.- . Yn-1),




N-1
RT?I(T) = Z ij(.j+r)71lod.\"0 S {0 S N 1 (l)
7=0
is called the periodic autocorrelation function of the sequence pair. while z = y. the sequence-

pair (x,y) turns to be a one-sequence code.

Definition 2 [15] Sequence y = (yo,y1,- - - ,y~-1) is the punctured sequence for z = (rg. xy, -+ ,zN 1),

0 j €p-punctured bits
Y = (2)
x; ) € Non-punctured bits
Where p is the number of punctured bits in sequence z, suppose z = |-1.1], yis p-punctured
binary sequence, y = [-1,0,1], (z,y) is called a punctured binary sequence-pair. It is easy to
see that there are only three possible choices for the phase state, typically —7, 0 and 7 for the

puncturede binary sequence-pair. The punctured binary sequence-pair can be referred as a new

kind of triphase code.

Definition 3 The periodic autocorrelation of punctured sequence-pair (z,y) is defined

N-1
Rzy(T) - Z ij(‘]+7’)1nazt'\"0 S TSN 1
J=0

When punctured sequence-pair has the following autocorrelation property

E 7-0modN
R:ry(T) = (3)
0  otherwise
it is called optimized punctured sequence-pair [15]. Here, £ = Z]N (’,1 T,y = N—p, is the energy

of punctured sequence-pair. Then binary sequence-pair (z,y) is called a p-punctured sequence-pair.

The energy efhciency of the sequence-pair is defined as



N== (4)

L. S . —N-1 p
Definition 4 The balance of the sequence z is defined as [ = }—‘]=0 Zj = Ny — Ny, while n,, n,

are the number of  + 1" and ' — 1’ in z separately.

Theorem 1 Mapping property. if x;(i) = x(=1).y1(;) = y(—1).then sequence-pair (1, y) is
optimized punctured binary sequence-pair.

Theorem 2 Opposite to element symbol property, if 2, (2) = —z(7), y1(2) = —y(2).then sequenee-
pair (), y;) is optimized punctured binary sequence-pair.

Theorem 3 Cyclic shift property, if 2)(7) = —z(i + u),y1(2) = —y(7 + u),then sequence-pair
(r1,y1) 1s optimized punctured binary sequence-pair.

Theorem 4 Periodically sampling property, if x,(1) = —xz(ki), y;(2) = —y(k?),k and N are
refatively prime. then sequence-pair (zy,y;) is optimized punctured binary sequence-pair.

In [15]. the optimized punctured binary sequence-pairs of length from 3 to 31 are presented in

the Table 1.

3 Properties

3.1 Autocorrelation Properties

The autocorrelation function is one of the most important properties that represents the compressed
pulse in an ideal pulse compression system, because it is proportional to the matched filter response
in the noise-free condition. As presented in the equation (4) in the last section. the periodic

autocorrelation function of the punctured binary sequence-pair is




N-1 E 7=0mod N
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=0 0 otherwise
EXAMPLE 1
The autocorrelation property of 13-length punctured binary sequence pair(r,y), (z = (+ + +
4+ 4+ ————++ —)and y = (+0 + 0+ 40000 + 4+0)), and that of 31-length punctured binary
sequence-pair(z.y), (r = (+ + + + +— =+ ++ 4 + b e vl )
and y = (+ 4+ +000+ 040+ + + 0000 + 004+ 00 + + + 0+ +0)) ("+'for'l'and ' for' — 1")are
shown in the Figs.1 and 2.

1t 1s known that a suitable criterion for evaluating code of length N is the peak signal to peak

signal sidelobe ratio (PSR) of their aperiodic autocorrelation function, which can be bounded by

[16]

[PSR]dB < 20logN = IPSRmar]dB (¢

(o]
~—

The only uniform phase codes that can reach the PSR,,,, are the Barker codes whose length is
equal or less than 13. However, the sidelobe of the new code in both Figs.1 and 2 can be as low
as 0. In some other words. the peak signal to peak signal sidelobe can be as large as infinite. In
addition, it is also obvious that the length of the new code can expend to 31 that 1s much longer

than the length of the Barker code.

3.2  Ambiguity Function

When the transmitted impulse is reflected by a moving target. the reflected echo signal ineludes a
linear phase shift which corresponds to a Doppler shift fy [17]. As a result of the Doppler shift fy.

the main peak of the autocorrelation function is reduced:
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In addition. the SNR degraded and the sidelobe structure is changed because of the Doppler shift.
The ambiguity function which is nsually used to analyze the radar performance of Doppler shift

and time delay can be found in [17)

-3

yltFp)= /)' o(s)ed2mFos g (s — F)ds = AT Fp) (7)

where t is the time delay and Fp i1s the Doppler shift.
An equivalent definition can be given in terms of the signal spectrum by applying basic Fourier

transform properties

A(r,f‘,,)_—/' X (F)X(F - Fp)d*Flap (8)

-0
The ambiguity function is defined as the magnitude of A(t, Fp) [17]

AL, Fp) = |A(L, Fp)] (9)

However, we focus on the sequence-pair in this paper. so the transmitting code and the receiving
I g

code are not the same. The ambiguity function can be obtained as folowing:

arlt. o) = [ a9 Fosy (s - 0)ds (10)
-0
- o< d
Apair(t. Fp) =/ X*(F)Y(F - Fp)el®Figp (11)

The ambigurty function is defined as the magnitude of Ami,(i. Fp)

Apmr(i’F‘D) = I/ipuir(ti“[))l (12)




Since the periodic correlation is used instead of aperiodic correlation i this paper. The

Apair(t, Fp) in one period of length NT can be expressed as

t
Apair(t, Fp) = | [ 2(s)y™ (s + (NT - 1))
0
(N-1)T:

eU2mFps) s 4 / . z(s)y (s — )

t

el2mEps) g (13)

EXAMPLE 2

Ambiguity functions of the punctured binary sequence-pair within length of 13 and 31 used in the
last section are simulated, where maximal time delay is 1 unit (normalized to length of the code,
units of NT5) and maximal Doppler shift is 5 units (normalized to the inverse of the length of the
code, in units of 1/NTy). The ambiguity functions of 13-length long Barker code and 31-length long
P4 code are presented in Figs.2 and 3 in order to compare with the punctured binary sequence-pairs
of the same length.

Figs.2 and 3 show that the sidelobe improvement of the punctured binary sequence-pair is
obvious comparing with those of Barker code and P4 code when there is no Doppler shift. The
sidelobe of punctured binary sequence-pair can reach as low as zero. Nevertheless, when there are
Doppler shift and time delay, the ambiguity functions of punctured binary sequence-pair is not as
flat as those of Barker code or P4 code. In some other words, punctured binary sequence-pair is.
to some extent, less tolerant of Doppler shifts than P4 code. One of the reasons why the proposed
code is not tolerant of large Doppler shift is that periodic correlation property is used for punctured
binary sequence-pair instead of the aperiodic correlation property which is used for the other two
codes. However, comparing with P4 code, punctured binary sequence-pair made up of only three

different phases, 1s more simple and easy to obtain in the industrial world.




3.3 Doppler Shift Performance without Time Delay

The ambiguity function can be simplified when there is no time delay:

NT. \
Apaie (0, F) = | / 2(s)y" (5)eU 09N ds| (14)
0

However, in Figs. 2 and 3, it is not obvious to see the Doppler shift performance of punctured
binary sequence-pair and the other two codes when there is no time delay. The Doppler shift
performance without time delay is presented in Figs.4 and 5.

Without time delay, while the Doppler shift is less than 1 unit (normalized to length of the
code, in units of NTy), punctured binary sequence-pair has the similar performance of Barker and
P4 code that the amplitude has a sharp downward trend. Furthermore, amplitude of punctured
binary sequence-pair decreases more quickly than amplitude of the other two codes. However,
when the Doppler shift is larger than 1 unit (normalized to length of the code, in units of NT),
the performances of these codes are distinguished. On one hand, the trend presented by punctured
binary sequence-pair is not as regular as the other two kinds of code when the Doppler shift 1s
larger than 1. On the other hand, for Barker and P4 code, when Doppler frequencies equal to
nnltiples of the pulse repetition frequency (PRF = 1/PRI = 1/Ts) the ambiguity value turns
to be zero. Because of these zeros, such multiples of the pulse repetition frequency will render
the radar blind [1] to their velocities. Nevertheless, referring to punctured binary sequence-pair,
ambiguity values do not go to zero when Doppler frequencies are equal to multiples of the PRF.
Therefore, using the punctured binary sequence-pair as the compression code could. to some extent,

improve the blind speed problem in moving target detection system.




4 Application to Radar System

According to [17]. the following probabilities are of most interest in the Radar system.

1. Probability of Detection, PPp: The probability that a target is declared when a target is in fact
present.

2. Probability of False Alarm. Pr4: The probability that a target is declared when a target is in
fact not present.

3. Probability of Miss. P’4;: The probability that a target is not declared when a target is in fact
present.

Note that Py = 1 — Pp, thus, Pp and Pr4 suffice to specify all of the probabilities of mterest
in radar system. The above three probabilities of the newly provided thiphase code-punctured
binary sequence-pairs in radar system are simulated using Matlab, as shown in Figs. 6 and 7. 1n
addition. the performance of the 13-length Barker code and 31-length P4 code are provided i order
to compare with the performance of punctured binary sequence-pairs of corresponding lengths. In
the simulation model. we ran Monte-Carlo simulation for 10° times at each SNR value, the Doppler
shift frequency which is kept less than 1 unit (normalized to the inverse of the length of the code,
in units of 1/NT,) is randomly determined by Matlab, and the time delay is assumed to be zevo.
We use threshold detection in coherent system and the threshold is adaptively determined in the
simulation.

In Fig. 6(a). we plotted the miss detection probabilities Py of 13-length punctured binary
sequence-pair and the same length Baker code. Observe Fig. 6(a), the miss detection probability
Py of the system using 13-length punctured binary sequence-pair is lower than 13-length Barker
code especially when the SNR is not large. It is in accordance with the result shown in Fig. 4
that when Doppler shift is kept less than 1 and the time delay is zero. the amplitude of punctured

binary sequence-pair falls more sharply than Barker code. In Fig. 6(b), we plotted the miss targets
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detection probabilities of 31-tength punctured binary sequence-pair and those of the same length
P4 code. The miss targets detection probability of the system using 31-length punctured binary
sequence-pair is less than 31-length P4 code especially when the SNR is not large. When SNR
is larger than 17 dB, both probabilities of miss targets detection of the system approach zero.
However, the probability of miss targets of P4 code is lower than punctured binary sequence-pair.
Comparing both Figs.6(a) and 6(b), longer punctured code performs better especially when the
SNR is not very large.

In addition. we also plotted the probability of detection versus probability of false alarm of the
coherent receiver in Fig. 7.

Fig. 7(a) ithustrates performance of 13-length punctured binary sequence-pair and the same
length Baker code when the SNR is 10dB and 14dDB. Having the same SNR value such as 10dB
or 14dB in the figure. the Pp of 13-length punctured binary sequence-pair is larger than Pp of
13-length Barker code while the Pr 4 of the first code is also smaller than Pr4 of the latter code.
In some other words. 13-length punctured binary sequence-pair has much higher target detection
probability while keeping a lower false alarm probability. Furthermore, observe Fig. 7(a), 13-
length punctured binary sequence-pair even has much better performance at 10dB SNR value than
13-length Barker code at 14d3 SNR value. Similarly. Fig. 7(b) shows that the performance of 31-
length punctured binary sequence-pair is much better than the P4 code of same length. According
to the above results, it is easy to see that our newly provided punctured binary sequence-pair is

very pronising to be an alternative pulse compression code in the Radar system.

5 Conclusion

A new triphase code punctured binary sequence-pair and its properties have been investigated in

this paper. The significant advantage of the new triphase code over conventional phase compression
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code is the considerably reduced sidelobe as low as zero and correspondingly the significantly hin-
proved PSR of the autocorrelation function. In addition, the length of punctured binary sequence-
pair known can be as long as 31. The disadvantage of the new sequence-pair is that it is not so
tolerant of Doppler shift when the Doppler shift is larger than 1. We also apply the punctured
binary sequence-pair to the target detection simulation in the radar system. According to the
simulation results. it is easy to observe that 13-length punctured binary sequence-pair has better
performance than 13-length Barker code. Similarly, the 31-length punctured binary sequence-pair
performs better than 31-length P4 code when the Doppler shift is kept less than 1 unit (normalized
to the inverse of the length of the code, in units of 1/NT5) in the radar target detection system.
According to the results presented above, the general conclusion could be made that the punc-
tured binary sequence-pair, which has much longer code length and better antocorrelation sidelobe
property than the biphase code such as Barker code, and simpler structure than those polyphase
codes such as P4 code, eflectively increases thie vartety of eandidates for pulse compression codes

especially for long code.
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Table 1: Optimum Punctured Binary Sequence-pair:One

Length | Sequence Punctured positions Energy
(octet) Efficiency(%)
3 6 3 66.67
5 32 345 40.00
) 34 24485 40.00
if 162 TG 57.14
7 164 | 467 57014 |
9 652 1234567 22.22
9 760 1234678 22.22
11 3426 456811 54.54
11 3550 4791011 54.54
12 7426 11657 12 66.67
12 7550 451011 [ 6667
12 7624 36912 66.67
13 16606 247891013 46.15
13 17124 5689101213 46.15
15 74232 5679101315 53.33
15 75310 671011131415 53.33
17 351134 46789101216 17 47.06
17 372142 3689101314 1517 47.06
19 1715412 | 569121314 1517 19 52.63
19 1724154 | 5791011121518 19 52.63
20 3433330 | 256789121516 17 40.00
18 19
20 3610556 | 1678910111617 18 40.00
19 20
21 7405316 2567891113 1416 38.10
17 20 21
21 7563240 35691012131517 38.10
18 19 20 21
23 37024632 | 6 78911131417 18 2T
21 23
15



Table 2: Optimum Punctured Binary Sequence-pair:Two

Length Sequence Punctured positions Energy
(octet) Efficiency(%)
23 37263120 6811121516 18 20 21 52.17
22 23
28 1702164566 | 456 7 10 11 18 19 20 21 57.14
24 25
28 1734164226 | 4589101118 19 22 23 57.14
24 25
28 1702164566 | 4567 1011 18 19 20 21 57.14
24 25
28 1734164226 | 458 91011 18 19 22 23 57.14
24 25
28 1740465534 | 46791013 18 20 21 23 57.14
24 27
29 3556415302 | 4711 1314 1516 19 20 48.28
21 24 25 26 27 29
29 3642213634 | 5789 1112141516 18 48.28
23 24 26 28 29
31 17053411166 | 56 79111516 17 18 20 51.61
21 23 24 28 31
31 17464412730 671012131516 17 51.61
E | 18 20 22 26 29 30 31
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Figure 3: Ambiguity function of 31-length codes: (a) Punctured binary sequence-pair (b) P4 code
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Abstract

Based on the zero correlation zone (ZCZ) concept, in this paper we present the definition
and properties of a set of new triphase coded waveforms -ZCZ sequence-pair set (ZCZPS) and
propose a method to use the optimized punctured sequence-pair along with Hadamard matrix in
the zero correlation zone in order to construct the optimized punctured ZCZ sequence-pair set
{optimized punctured ZCZPS). According to property analysis, the optinized punctured ZCZPS
has good autocorrelation and cross correlation properties when Doppler shift is not large. We
apply it to radar target detection. The sinulation results show that optimized punctured ZCZ
seqnence-pairs (optimized punctured ZCZPs) outperform other conventional pulse compression

codes, such as the well known polyphase code-P4 code.

Index Terms : triphase, zero correlation zone, optimized punctured ZCZ sequence-pair, phase

coded waveform




1 Introduction

Pulse compression, known as a technique to raise the signal to maximum sidelobe (signal-to-
sidelobe) ratio to improve the target detection and range resolution abilities of the radar system,
allows a radar to simultancously achieve the energy of a long pulse and the resolution of a short
pulse without the high peak power which is required by a high energy short duration pulse {1]. One
of the waveform designs suitable for pulse compression is phase-coded waveform design that a long
pulse of duration T"is divided into N subpulses each of width T;. Each subpulse has a particular
phase, which is selected in accordance with a given code sequence. The pulse compression ratio
equals the number of subpulses N = T/T; = BT, where the bandwidth is B = 1/T,. In general, a
phase-coded waveform with longer code word, in some other words, higher pulse compression ratio,
can have lower sidelobe of autocorrelation, relative to the maintobe peak, so its main peak can be
better distinguished. The relative lower sidelobe of autocorrelation is very important since range
sidelobe are so harmful that they can mask main peaks caused by small targets situated near large
targets. In addition. the cross-correlation property of the pulse compression codes should be con-
sidered in order to reduce the interference among radars when we choose a set of pulse compression
codes, because in the real world, a radar may not work alone, such as in the RSN (Radar Sensor
Network).

Much time and effort was put for designing sequences with good autocorrelation and cross
correlation properties for radar target ranging and target detection. However, it 1s known that
for most binary sequences of length N(N > 13) the attainable sidelobe levels are approximately
VN (2] {3] and the mutual cross correlation peaks of sequences of the same length are much larger
and are usually in the order of 2\/(N) to 3v/(N). Set of binary sequences of length N with
autocorrelation sidelobes and cross-correlation peak values both of approximately \/z,’\") are only

achiieved in paper [4]. In addition to binary sequences. polyphase codes, with better Doppler




tolerance and lower range sidelobes such as the Frank and P1 codes, the Butler-matrix derived
P2 code, the linear-frequency derived P3 and P4 codes were provided and intensively analyzed
in [5] [6] [7]. Nevertheless. the range sidelobe of the polyphase codes can not be as low as zero
either. The structure of polyphase codes is more complicated and is not easy to generate comparing
with binary codes.

Therefore, based on zero-correlation zone (ZCZ) (8] concept, we propose triphase coded waveforms
Z2C7 sequence-pair set, which can reach zero autocorrelation sidelobe during zero correlation zone
and zero mutual cross correlation peaks during the whole period. We also propose and analyze a
method that optimized punctured sequence-pair together with Hadamard matrix are used in the
zero correlation zone to construct the triphase coded waveform-optimized punctured ZCZ sequence-
pair set called (optimized punctured ZCZPS) and subsequently apply it to radar detection system.
For the performance evaluation of the proposed triphase coded waveform. an example 1s presented,
investigated and studied in the radar targets detection simulation system. Because of the out-
standing property performance and well target detection performance in simulation syvstem. our
proposed new codes can be useful candidate for pulse compression application.

The rest of the paper is organized as follows. Section 2 introduces the definition and properties
of ZCZPS. In Section 3. the optimized punctured ZCZPS is introduced, and a method using opti-
mized punctured sequence-pair and Hadamard matrix to construct ZCZPS is given and proved. In
Section 4, the properties and ambiguity function of optimized punctured ZCZPS are simulated and
analyzed. The performance of optimized punctured ZCZPS is investigated in radar targets detec-

tion simulation system comparing with P4 code. In Section 6, conclusions are drawn on optimized

punctured ZCZPS.




2 The Definition and Properties of ZCZ Sequence-pair Set

Zero correlation zone is a new concept provided by Fan et.al [8] [9] [10] in which the autocorretation
and cross correlation sidelobes are zero while the time delay is kept within the value 7 instead of
the whole period of time domain.
We consider ZCZPS(X,Y), X to be a set of K sequences of length N and Y to be a set of K
sequences of the same length N:
tPeX p=01,2..K-1 (1)

yeY ¢=012...K-1 (2)
The autocorrelation function for sequence-pair (z?, y*) is defined by:
N-1
RT(p)y(")(T) = Z pr)y((:)l“r)mod.’\"o S s =1 (‘})
1=0

The cross correlation function for sequence-pair (. y”) and (x9,4y%),p # q is defined by:

N-1

(:'T(")y(q)(-r) - Z Isp)yggr‘r)mod;\“() = Y= il (4)
1=0
N-1

Craogon(7) = 3 2 U E ) oay 0 <7< N1 (%)
1=0

For pulse compression sequences, some properties are of particular concern in the optimization
for any design in engineering field. They are the peak sidelobe level, the energy of autocorrelation
sidelobes and the energy of their mutual cross correlation [4]. Therefore, the peak sidelobe level
which represents a source of mutual interference and obscures weaker targets can be presented as
maxy |Reryr (7), 7 € Zy(zero correlation zone) for ZCZPS. Another optimization criterion for the
set. of sequence-pair is the energy of autocorrelation sidelobes joinee together with the energy of cross

correlation. By minimizing the energy. it can be distributed evenly, and the peak autocorrelation




level can be minimized as well [4]. Here, the energy of ZCZPS can be employed as:

K-1 Zp K-1K-1N-1
E= 2 RBonymn+ 3 3 ) Camya(7) (6)
p=0 1=1 p=0 ¢=0 =0

(»#q)

According to (6), it is obvious to see that the energy can be kept low while minimizing the auto-
correlation and cross correlation of the sequence-pair set.

Then. the ZCZPS can be constructed to minimize the autocorrelation and cross correlation of
the sequence-pair set and the definition of ZCZPS can be expressed:

Definition 2-1 Assume(rfp), yfp)) to be sequence-pair set of length N and number of sequence-pair

K.wherep=1.2,3.....N—-1,1=0,1,2. ..., K — 1. if all the sequences in the set satisfy the following
equation:
N-1 ‘ N-1 =
- (p), (q)- = p) ()
RI”"y(V)(T) - T Y r)mod(N) = Z Yi ‘T(1+'r)mud(N)
1=0 1=0

AN, fort=0,p=g
=93 0 fort=0,p#q (7)

0, for 0 < |7| < Zy

“

where 0 < A <1, then (.175’)).yfp)) is called a ZCZ sequence-pair, ZCZP(N. K. Z;) is an abbrevia-

tion, and (X.Y) is called a ZCZ sequence-pair set, ZCZPS(N, K, Zy) is an abbreviation.

3 Optimized Punctured ZCZ Sequence-pair Set

3.1 Definition of Optimized Punctured ZCZ Sequence-pair Set

Matsufuji and Torii have provided some methods of constructing ZCZ sequences in {11} [12]. In

this section, we apply optimized punctured sequence-pair [13] in zero correlation zone to construct




our newly provided triphase coded waveform-optimized punctured ZCZPS. In some other words,
optimized punctured ZCZPS is a specific kind of ZCZPS.
Definition 3-1 [13] Sequence u = (up, uy. .... un_1) is the punctured sequence for v = (vg. vy. ... vn ).

0, if j € p punctured bits
u; = (8)
v;. if 3 € Non-punctured bits

Where p is the number of punctured bits in sequence v, suppose v; = (—1,1), u is p-punctured
binary sequence, (u,v) is called a punctured binary sequence-pair.

Theorem 3-1 [13] The autocorrelation of punctured sequence-pair (u, v) is defined

N-1

Ry(7) = Z utv(i+7)mode0 = s W=l (9)
1=0

If the punctured sequence-pair has the following autocorrelation property:
E, if7=0modN

Ruu(7) = (10)
0. others

the punctured sequence-pair is called optimized punctured sequence-pair [13]. Where, F =
~N : . .
}_“1_'[)] W V(4 r)modN = IV — p. is the energy of punctured sequence-pair.
If (.Tip) y}”)) in Definition 2-1 is constructed by optimized punctured sequence-pair and a certain

matrix. such as Hadainard matrix or an orthogonal matrix, where

g e (=1,1), 4=0,1,2....,N 1

1

yf") €(-1,0,1), i=0,1,2,...,.N -1
SR S 40
B p) (g)» . (p)_ ()=
Rr(l’)y(")(T) = Z .T1 y(1+7)m0dN = Z y1 I(i+r)1nod.’\/
=0 =0

AN, forT=0,p=gqg
=9 0. forr=0,p#y (11)

0. for 0 < |7} < Zy

where 0 < A < I, then (:I'EP). yfm) can be called optimized punctured ZCZ sequence-pair set.




3.2 Design for Optimized Punctured ZCZ Sequence-pair Set

Based on odd length optimized punctured binary sequence pairs and a Hadamard matrix, an
optimized punctured ZCZPS can be constructed on following steps:
Step 1: Considering an odd length optimized punctured binary sequence-pair (u, v}, the length

of each sequence is NV,

U= UQ, U, oy AN, - 1. Uy € (=1, 1),
U=,V UN -1, 0 € (- 1.0,1),

1=0.1.2,..., Ny — 1, Ny odd

Step 2: Consider Walsh sequences set B, the length of the sequence is Ny which is equal to the

number of the sequences. In some other words, a Hadamard matrix of order Ny is considered.

B =0, ... b1y,
b = (05, Bh . B, )i
Ny, ifi=j
Rb’lﬂ =
3. ifatyg

Step 3: Doing bit-multiplication on the optimized punctured binary sequence-pair and each

line of Walsh sequences set B(Hadamard matrix), then sequence-pair set (X,Y) is obtained,
8= bk B, - D )= 0,0 ey N = 1,
I; = UymodN, b;mad!\h’o S t s ‘Vz s .7 LN=1,
1\, = (I() T] .T/V'Z—l)
y; = VUjmodN, b.I]mnd’\iz'O <i< N 1507 9 < M=

Y =0, 0% a2




Where GCD(N,, N;) = 1, common divisor of Ny and Ny is 1. N = N} = N,. The sequence-pair
set (X.Y) is optimized punctured ZCZPS and N; — 1 is the zero correlation zone Zg. The length
of each sequence in optimized punctured ZCZPS is N = N + Ny that depends on the product of
length of optimized punctured sequence-pair and the length of Walsh sequence in Hadamard matrix.
The number of sequence-pair in optimized punctured ZCZPS rests on the order of the Hadamard
matrix. The sequence ' in sequence set X' and the corresponding sequence y' in sequence set Y
construct a sequence-pair (r',y') that can be used as a pulse compression code.

The correlation property of the sequence-pair in optimized punctured ZCZPS is:

Ry (1) = Ry (7) = Ruy(1modNy) Ry (Tmod Na)

I

Ry (Tmod Ny )Ry (TmodNg)
BENG, i =0 a=g
= 0, fO<|7|<Ny—1li=j (12)
| 0, ifi#
where Ny — 1 is the zero correlation zone Zj.
Proof:

1) When 1 = j.

T =0,
Ruv(0) = E, Ry (0) = No,

Rz (0) = Ruy(0) Ry (0) = ENg;
0< |7} < Ny —1,

Rfm;(T) =10

Ry (T) = Ry (tTmodNp) Ry (TmodNg) = 0;
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2) When 1 # j.

r =0,

Ry (0) = 0,

Ry (0) = R:r)y'(o)

= Ryu(tmodN1) Ry (TmodNo) = 0;

0<|T|S1V]—l,

Rr‘yJ (T) = ery' (T)

= Ry (tmodNy) Ry (TRodNo) = 0.

According to Definition 2-1, the sequence-pair set constructed by the above method is ZCZPS.

4 Properties of Optimized Punctured ZCZ Sequence-pair set

Considering the optimized punctured ZCZPS that is constructed by the method mentioned in
the last part. the autocorrelation and cross correlation properties can be simulated and analyzed
with Matlab. For example, the optimized punctured ZCZPS (X.,Y) is constructed by 31-length
optimized punctured binary sequence-pair (v,v),u=[++++ - - —+ -+ -+ ++ - —— — + -
-+ -4+ +-++-]v=|++++000+0+0+ + + 0000+ 00 + 00 + + + 0 + +0] (using "+’
and =" symbols for ‘1’ and ' — 1') and Hadamard matrix H of order 4. We follow the three steps
presented in Section B to construct the 124-length optimized punctured ZCZPS. The number of
sequence-pairs here is 4, and the length of cach sequence is 31 x 4 = 124. The first row of each
watrix X = [ry;x2;73;24] and Y = |y;: y2; ya: ya] constitute a certain optimized punctured ZCZP

(x1.y1). Similarly, the second row of each matrix X and Y constitute another optimized punctured




ZC7 sequence-pair (r2.1y2) and so on.
2. Y

T L e e A S e e et T o i i S S S S
—+ -+ ++ e e e e o e e A
e e i B i i dt el S S e e o T

=G b = e~ L
o= [++++0004+04+0++4+0000+004+00+++0+40++ + +000+0+ 0+ + + 000
0+00+00+++0++0+++4000+0+0+++0000+004+00++ +0+ +0+ + +

+000 + 04 0+ + + 0000 + 00 + 00 + + + 0+ +0};

. = [Bedhe—sh—- R s et ek Tl Bl el e Rt S e
L e et L e el e T s A +— -+
S il th e =S eE R SR b o e b e el ]
+ — 4+,

y2 = [+-4+-000-0-0—-4+-00004+00—-00+—-+0+—-0—+—+000+0+0+ — + 00

0-00+00—-+-0-40+—-+-000-0—-0—-+-0000+ 00~ 400+ —++0+ — +

0—++ -4 +000+0+0+ — + 0000 — 00+ 00—+ — 0 — +0J.

Optnnized punctured ZC7 sequence-pairs (x1,y;) and (z7,y2) are simulated and investigated in
the following parts.
4.1 Autocorrelation and Cross Correlation Properties

The autocorrelation property and cross correlation property of 124-length optimized punctured
7C7 sequence pair set (X, Y) are shown in Figs. 1 and 2.

From the Figs. 1 and 2, the sidelobe of autocorrelation of ZCZPS can be as low as 0 when the

10




time delay 1s kept within Zy = Ny = 31 (zero correlation zone) and the cross correlation value is
kept as low as 0 during the whole time domain.
It is known that a suitable criterion for evaluating code of length N is the ratio of the peak

signal divided by the peak signal sidelobe (PSR) of their autocorrelation function, which can be

bounded by [14)
[PSR]dB < 20logN = IPSRW,,,T]“; (13)

The only uniform phase codes that can reach the PSR, are the Barker codes whose length is
equal or less than 13. The sidelobe of the new code shown in Fig. 1 can be as low as 0, and the
peak signal divided by the peak signal sidelobe can be as large as infinite. Besides, the length of

the new code is various and much longer than the length of the Barker code.

4.2 Ambiguity Function

When the transmitted impulse is reflected by a moving target. the reflected echo signal includes a
linear phase shift which corresponds to a Doppler shift f; [14]. As a result of the Doppler shift f,.
the main peak of the autocorrelation fimction is reduced. At the same time, the SNR degradation

occures as following:

Jy 2(s)2* (s)ds

dlap = 10log———"— ”
[ ] f()TI(S)P]27tder_T‘(S)dS

(14)

In addition. the sidelobe structure is changed because of the Doppler shift.

The ambiguity function which is usually used to analyze the radar performance within Doppler

shift can be found in {14] shown as following:

y(f.FD)_—./ x(s)e??™ o3zt (s — t)ds = A(t, Fp) (15)

X
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where ¢ is the time delay and Fp is the Doppler shift.

An equivalent definition can be given in terms of the signal spectrum by applying basic Fourier

transform properties

/i(f,Fn)=/ X (E)X(F = Fp)ef>tar (16)

o

The ambiguity function is dehined as the magnitude of A(t, Fp) [14] as following:
A(t, Fp) = |A(t. Fp)| (17)

However. we are focusing on optimized punctured ZCZPS in this rescarch, so the transmitting

code and the receiving code are not the same. The ambiguity function for ZCZPS can be rewritten

as

(T O Y / :r(”)(s)eﬂ"FD‘“y(")'(s ~ t)ds

~

where p.q=0,1,2..., K — 1

Apm-r(f,FD):/ X(p)'(p)y(q)(p ];'D)(,Jznndp

X
where p,g=10,1,2.... K - 1 (18)
The ambiguity function is defined as the magnitude of Apa,r(t, Fp) as following:
Apmr(LFD) = IApair(tal"D)l (]9)

In addition. assume the ZCZPS are (X,Y). zP) € X, 2(P) = Z;V_"ol Pt - nTy) and yP) € Y,

=) 5 . DR 9 . 2 B il 2 .
Y\ = LQ{_O y,(lp)(t nTy). since the periodic correlation is used instead of aperiodic correlation in
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this paper. The Apa,r(t. Fp) in one period of length NT; can be expressed as:

| Apair (t, F)I (20)
t
= |/ 2P (s)y D (s + (NT, — 1))l Fos)gs
0
(N-1)T, o
+/ P (s)y(9* (s — 1)el2mF D) g
{/

p,g=0,12. K -1

At the same time, when p = ¢, equation (21) can be used to analyze the autocorrelation perforinance
within Doppler shift; and when g # p, equation (21) can be used to analyze the cross correlation
performance within Doppler shift. Equation (21) is plotted in Fig. 3 in a three-dimensional surface
plot to analyze the radar performance of optimized punctured ZCZPS within Doppler shift. Here,
maximal time delay is 1 unit (norinalized to length of the code, in units of NT;) and maximal
doppler shift is 5 units for cross correlation and 3 units for autocorrelation (normalized to the
inverse of the length of the code, in units of 1/NT5).

In Fig. 3(a). there is relative uniform plateau suggesting low and uniforin sidelobes. This low
and untform sidelobes minnnize target masking effect in zero correlation zone of time domain, where
Zy =31, =31 < 7 < 31. From Fig. 3(b), considering cross correlation property between any two
optimized punctured ZCZ sequence-pairs among the ZCZ sequence-pair set, 124-length optimized
punctured ZCZPS is tolerant of Doppler shift when Doppler shift is not large. When the Doppler
shift is zero, the range sidelobe of cross correlation of our proposed code is zero in the whole time
domain.

As synchronization techmology develops exponentially in the industrial world, time delay can,
1o some extent, be well controlled. Therefore, 1t is necessary to investigate the performance of our

proposed code without time delay. When t = 0, the ambiguity function can be expressed as:

T
Apuir(0,Fp) :/ 2P (5= )y D" (5)el27FD3) gg (21)
0
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And the doppler shift performance without time delay is presented in the Fig. 4.

Fig. 4(a) illustrates that without a time delay and having the Doppler shift less than 1 unit. the
autocorrelation value of optimized punctured ZCZPS falls sharply during one unit. and the trend
of the amplitude over the whole frequency domain decreases as well. Fig. 4(b) shows that there are
some convex surfaces in the cross correlation performance. One should observe Figs.4(a) and 4(b),
when Doppler frequencies equal to multiples of the pulse repetition frequency (PRF = 1/PRI =
1/T's). all the ambiguity value turns to zero except when Doppler frequency is equal to 2 PRF for
cross correlation. That is the same as many widely used pulse compression binary code such as the
Barker code. Overall. the amibuguity function performances of optimized punctured ZCZP can be

as efheient as conventional pulse compression binary code.

5 Application to Radar System

According to (14], Pp (Probability of Detection), Pra (Probability of False Alarm) and Py (Prob-
ability of Miss) are three probabilities of most interest in the radar system. Note that Py = 1 Pp,
thus, Pp and Pr 4 sufhice to specify all of the probabilities of interest in radar system. Therefore, we
siimutated the above three probabilities of optimized punctured ZCZ sequence-pair in radar system
in this section. The performance of 124-length P4 code is also provided in order to compare with the
performance of punctured binary optimized punctured ZCZ sequence-pair of corresponding length.
In the simulation model, 10° times of Monte-Carlo simulation has been run for each SNR value.
The Doppler shift frequency that is kept less than 1 unit (normalized to the inverse of the length
of the code, in units of 1/NT5) is a random variable, and the time delay is assumed zero. Also. the
threshold detection is used in this coherent system where the threshold is adaptively adjusted.

In Fig. 5. the probabilities of miss target detection Pay of the system using 124-length optimized

punctured ZC7 sequence-pair are lower than 124-length P4 code especially when the SNR is not
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large. When SNR is larger than 18 dB, both probabilities of miss targets of the system approaches
zero. However. the probabilities of miss targets of P4 code fall more quickly than optimized
punetured ZC7Z sequence-pair.

We plotted the detection probability Pp versus false alarm probability Pra of the coherent
receiver in Fig. 6.

Fig. 6 shows performance of 124-length optimized punctured ZCZ sequence-pair and the same
length P4 code when the SNR is 10dB and 14dB. Within the same SNR value either 10dB or 14dB,
the detection probabilities of 124-length optimized punctured ZCZ sequence-pair are much larger
than detection probabilities of 124-length P4 code. and meanwhile false alarm probabilities of the
first code are also smaller than Pry of the latter code. In some other words. 124-length optimized
punctured ZCZ sequence-pair has higher target detection probability while keeping a lower false
alarm probability. Furthermore, observe Fig. 6, 124-length optimized punctured ZCZ sequence-pair

even has much better performance with 10dB SNR than 124-length P4 code with 14dB SNR.

6 Conclusions

The definition and properties of a set of newly provided triphase coded waveforms ZCZ sequence-
pair set were discussed in this paper. Based on optimized punctured sequence-pair and Hadamard
matrix, we have investigated a constructing method for the triphase coded waveform-optimized
punctured ZCZPS made up of a set of optimized punctured ZCZPs along with studying its prop-
erties. The significant advantage of the optimized punctured ZCZPS is a considerably reduced
sidelobe as low as zero i the zero correlation zone and zero mutual cross correlation value in the
whole time domain. The disadvantage of our proposed code is that the nunber of the sequences in
the set depends on the order of Hadamard matrix that is limited by 2% (k = 0.1,...). According

to the radar system simulation results shown in Figs.5 and 6, it is easy to observe that 124-length




optimized punctured ZCZPS has better performance than 124-length P4 code when the Doppler
shift is kept less than 1 unit (normalized to the inverse of the length of the code, in units of 1/NTY).
A general conclusion can be drawn that the optimized punctured ZCZPs in an optimized punctured
ZCZPS can effectively increase the variety of candidates for pulse compression codes if and ouly if
optimized punctured ZCZPS has much better autocorrelation and cross correlation properties than
the optimum biphase codes (longer than 13), whose autocorrelation sidelobes and cross correlation
peak value have been found to be both approximately vN. Because of the ideal cross correla-
tion properties of optimized punctured ZCZPS, future work would focus on the application of the

optimmized punctured ZCZPS in multiple radar systems.
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Figure 5: Ambiguity function of 124-length ZCZPS: (a) autocorrelation (b) cross correlation
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Combined-Jamming Interference Analysis
for FH/MFSK Multi-Radio Wireless Mesh
Networks

Davis Kirachaiwanich, and Qilian Liang

Abstract—For the past decades, the performances of frequency-hopping systems under various jamming strategies have been
investigated. In this paper, we consider the performance of the noncoherent slow frequency-hopping system with Af-ary frequency-
shift-keyed modulation (NC-FH/MFSK) under independent multitone jamming (IMTJ) and under partial-band jamming (PBJ). The exact
BER expressions of the system under each jamming strategy are derived. Then, we combine the two expressions together to develop a
new interference model for multi-radio frequency-hopping wireless mesh networks (MR-FH WMN). Because it takes into account both
the cochannel and the coexisting-network interferences, the new interference model thus reflects a very realistic interference situation
and it can be incorporated to the channel assignment (CA) algorithms to assign appropriate channels (or hopping pattern, in our case)
to interfaces of the routers in the mesh network. In addition, we also compare the performances of NC-FH/4FSK system under the two
jamming strategies, the numerical results have illustrated that PBJ is more effective jamming strategy than IMTJ.

Index Terms—Frequency hopping, MFSK, fading channel, independent multitone jamming, partial-band jamming, interferences.

wireless mesh network.

+

1 INTRODUCTION

HE performances of noncoherent slow frequency-

hopping system with M-ary frequency-shift-keyed
modulation (NC-FH/MFSK) under various hostile jam-
ming strategies have been widely studied in several
publications in the past decades. Multitone jamming
(MT])) refers to the set of jamming strategies in which
total power of jamming source is equally partitioned
into multiple interference tones. The band multitone
jamming (BMT]) denotes the jamming strategy where
each jammed frequency-hopping (FH) band is jammed
by a specific number of the interference tones, randomly
distributing within the FH band. Compared to the BMT],
the independent multitone jamming (IMT)) is a similar
but more flexible jamming strategy. In IMT]), there is
no restriction regarding how many interference tones
should be placed in each jammed FH band. The inter-
ference tones from the jamming source will randomly
distribute across the entire communication bandwidth.
Hence, with IMT], the number of interference tones in a
jammed FH band can be as few as one and as many as
M interference tones.

In [1]. an expression for calculating the bit error rate
(BER) for NC-FH/MFSK with additive white Gaussian
noise (AWGN) and Rician fading under worst-case BMT]
has been derived and the BER performance of an NC-
FI1/BFSK (M=2) system has been chosen to illustrate
the effect of BMT) in comparison to that of IMT]. Later,

o Authors are with Department of Electrical Engineering. University of
Texas at Arlington. Arlington. TX. 76011.
E-mail- davis kirachaiwanich@mavs uta.edu. liang@uta.edu

[2] has proposed an alternative approach to combine
signal and other wideband interferences together as a
single Gaussian process, which leads to a computational-
effective BER expression compared to [1]. In [3]. the
performance of NC-FH/MFSK system with AWGN and
Rician fading under IMT] was investigated and the exact
BER for the NC-FH/MFSK system has first been derived.

In contrary to the first two jamming strategies, the
partial-band jamming (PB)) is the term use to represent
the jamming strategy where the total jamming power is
spreaded evenly over a certain band of the entire com
munication bandwidth, rather than equally partitioned
into certain number of interference tones. The interfer
ing signal from the jamming source will be of similar
characteristic to AWGN, except that it exists in only a
fraction of the entire bandwidth. The BER peformance
of NC-FH/MFSK system under PB] has previously been
considered in many of the literature, for example [4]- [8].

In this paper, we derive the exact BER expressions for
NC-FH/MFSK system with Rician fading channel under
IMT]) and PB] strategies. For IMT], we have adapted the
notions in [I] and [2] for the system under BMT] to
derive a new analysis, which can be considered as an al-
ternative approach to one used in [3]. It predicts the same
BER performance as reported in [3] for NC-FH/4FSK
system, but with the improvement of one numerical
integration less. Then combining together the BER ex
pressions derived for the system under the two jamming
strategies, we subsequently develope a new interference
model, so-catlted combined-jamming model, suitable for
multi-radio frequency-hopping wireless mesh networks
(MR-FH WMNSs). As an illustration, we also provide an
example application of the combined-jamming model on




an MR-FH WMN where each router node in the mesh
is equipped with multiple NC-FH/MFSK interfaces.

WMN has recently become a very promising alterna
tive for establishing wireless backbone for communica-
tion networks. Our choice of FH/MFSK modulation in
the MR-FH WMN not only allows multiple router nodes
to access the shared media concurrently, but it also con-
ceals the transmissions from physical layer attacks, [20]
and [21], and provides ease in implementing the router
nodes. As FH/MFSK modulation technique has been
specified in IEEE 802.11 standard, these router nodes
can be easily implemented using commercial off-the-
shelf (COTS) IEEE 802.11(FH) equipment. Generally, the
IEEE standard FH equipment uses ISM band (2.4GHz-
2.4835GHz) as the operational bandwidth and divides it
into 79 FH bands to support the FH modulation tech
nique. And to prevent signals from collisions {(cochannel
interference), the FH bands are further grouped into
three interleaving and non-colliding hopping patterns
with 26 FH bands per pattern [16].

Obviously, if we can assign hopping patterns prop:
erly to the interfaces of each router node in our MR-
FH WMN. cochannel interferences will decrease signif-
icantly; thus, the mesh capacity increases. Should we
consider hoppping patterns as radio channels in IEEE
802.11 a/b/g, the assignment of hopping patterns is
hence equivalent to the assignment of channels to radio
interfaces. Using the new interference model, we can
then estimate the costs associated with assigning each
hopping pattern to an interface and allow us to apply
the channel assignment (CA) algorithms for IEEE 802.11
a/b/g WMN:Ss, [12]- 115], to assign hopping patterns to
interfaces in MR-FH WMN.

Additionally, this paper also investigates the degrada-
tion of the performance of NC-FH/MFSK system caused
by IMT]J and PBJ. For each jamming strategy, we provide
an analysis to determine the condition under which the
worst system performance occurs. Then, by comparing
the worst-case results obtained. we determine either
IMT) or PB] is more effective jamming strategy.

2 NC-FH/MFSK SYSTEM UNDER IMTJ

All FH systems in this paper are assumed to be slow
hopping systems over N non-overlapping FH bands.
Each FH band is comprised of M = 2¥ signal frequen-
cies of the M -ary FSK modulation. Hence, there are N M
possible frequency slots and, in each hop, one of these
slots will be chosen for transmitting a signal tone. If
all FH bands are contiguous. the entire communication
bandwidth thus equals to By = N By, where By, is the
bandwidth of an FH band. Also, we assume that the
transmission bit rate of the system is Ry = KR, = K/T,
where T, is the symbol period and R, = 1/T, denotes the
symbol transmission rate. Without the effect of fading
channel, the average received power for every symbol
transmitted is assumed to be /°, or equal to an average
symbol energy of E; = P,T,. Therefore, the received bit
energy can be calculated by Ey, = E,/loga M.

With IMT] strategy, the jamming source is assumed
to transmit ¢ € [1, NM] interference tones, which are
distinct and randomly distributed over the entire band
width By. If we assume that the total interference power
received at the receiver is P;r and each interference tone
equally contributes this power, the received power for
each interference tone therefore equals P; = P;r/q or
the received energy of F; = P;T, = P;rT,/q.

The signal tone and interference tones are assunied to
undergo independent fading channels before arriving at
the receiver with noncoherent detection scheme. Besides,
all fading channels in this study are assumed to be slow
fading, frequency non-selective Rician processes, whose
PDF is of the following form
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where Io(-) denotes the zero'® order modified Bessel
function and u(-) is the unit step function. o? and
202 are the average power of the LOS (Line-Of-Sight)
and the scattering rays of the fading channel. We can
also define another parameter to determine the Rician
fading channel by using the ratio of a? and 202, ie.
Ky = aj/20? where k=1.2. K, is the Rician factor of
the fading channel for signal tone and K, is for the
interference tones.

At the receiver. the received signal is de-hopped and
noncoherently detected. It is assumed that each symbol
of the M-ary FSK is equally likely. The receive signal
after de-hopped can be represented as

ri(u.t) = T/ 2P cos(wmt + ¢,) + n(u.t) (2)

where 1, is a Rician random variable representing the
envelope of the fading channel and its PDF can be
represented as (l). P, is the average received power of
the tone if the effect of fading channel is not accounted.
The subscript 1=s,j denotes signal tone and interference
tone respectively. w,,, m=1.2,... .M, is angular frequency
for an MFSK symbol and ¢ is unknown phase. n(u,t) is
AWGN with total power 02 = Ny/T.

Since the interference tones are distinct and randomly
distributed, in a jammed FH band. there can be as few as
one and as many as min(q, M) interference tones. Hence,
the probability of symbol error (or symbol error rate,
SER) of the NC-FH/MFSK system can be calculated by
man{q.M)

Y, PPl (3)

n=1
where P,(e) is the total SER. Fy and P, are the prob-
ablities that an FH band is jammed by zero and n
interference tones, where 1 < n < min(q. M). Pyl(e)
and P..(e) are the SER’s corresponding to the specific
number of interference tones in the FH band. Then, for
MFSK system, the probability of bit error (bit error rate,
BER) can be calculated from the total SER by

M/2
M-1

Ps(e) = Py - Pyole) +

Py(e) = Py(e) 4)
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Probability of symbol error with no interference

If the jammer transmits ¢ interference tones using ¢
random frequency slots from NAf possible frequency
slots in the entire bandwidth, the probability that an FH
band does not contain any interference tone can be given
by

M-—1
D = = _{]_
o p_o(l NA =R Gl

Generally for noncoherent detection scheme, the out-
puts of the envelope detector in the branch where signal
tone, or interference tone (or both) is/are present will
have its PDF followed Rician distribution while the other
output branches with AWGN only. are known to follow
just Rayleigh distributions, which can be expressed by
replacing ax in (1) with zero. Therefore, the SER when
an FH band contains no interference tone, given the
envelope of the Rician channel of signal tone is known,
can be calculated using [1] [23],
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Multiplying the Rician PDI in (1) to (6) and integrating
the resulting product with respect to x;, we can obtain
the SER when an FH band contains no interference in
the form of [1].
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where a2 and 20? are the average LOS power and the
average scaterring powers of the signal. These parameter
can be expressed in general as

a? = Piol | o} = Po? (8)
with the subscript 2=sj, and of and 20} where k=1.2, are
averaged LOS and scattering powers of the channel for
signal and interference tones respectively.

2.2 Probability of symbol error when signal branch
jammed

For an NC-FH/MFSK system with NA! possible fre-
quency slots. the probability that an FH band will
be jammed by n interference tones, where 1 < n <
man(q, M) is given as

n—1 M-1
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Provided that an FH band is jammed by n interference
tones, there are two possible cases. First is the case when
the signal tone is jammed by one of n interference tones
in the FH band and the probability that one out of n
interference tones will jam the signal is n/M. Second is
when none of n interference tones is located in the same
frequency slot as the signal, i.e. the signal is not jammed.
The probability of the second case is (M —n)/M. The SER
when an FH band is jammed by n interference tones can
be expressed as

P.n(e|nint. tones)

n
= n
M-n
N
To evaluate the SER when the signal is jammed, [2]
has provided a computational-efficient method based on
the use of phasor representations and noncentral chi-
squared PDF's. 1t can be shown for any two Rician
random variables, say Rg; and Ry, that P(Ro) > Rgy) =
P{RZ, > RZ%,). In (3) of [2], the probability is given as

YPsn(€]signal 1s jamnmed)

YPsn(€e|signal is not jammed) (10)
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where K; = af/20?. 1 = 01, 02, are Rician factor for
Ry and Ry, respectively, b=02,/02,, and Q(x,y) is the
Marcum'’s Q function. Without loss of generality we can
assume that the signal is present in the first output
branch of the detector, as well as one of the n interference
tones that jam the signal tone. And we will assume also
that the rest n-1 interference tones are in the next consec-
utive branches. Therefore, 1! to n'" output branches of
the envelope detector will have their PDF follow Rician
distributions and the output of the rest M — n branches
will follow Rayleigh distributions. Furthermore, when
the signal tone in the first output branch is jammed, the
averaged LOS power in the branch can be expressed as

2 =2 2 o
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(12)

where ¢ is the random phase difference between re-
ceived signal tone and interference tone and is as-
summed to uniformly distributed between 0 to 27. So,
the SER given the signal is jammed can be calculated by

Py (€|signal is jammed)
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n M
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where Ry, Ry, ....RRoar represent the random outputs
at 10, 2" A" branches of the detector. The second
equality in (13) is obtained by using the fact that each
output of the detector branches is independent of each
other. Now., we will consider seperately the first product
term on RHS of the second equality in (13). For given ¢,
the conditional probability P(Rg1 > Rgz|¢) can be evalu-
ated easily by substituting the following parameters into

(1)
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Similarly. if we treat Rayleigh random variable as a
special case for Rician random variable, we can obtain
the probability for the second product term with condi
tion on ¢ as
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Substituting {14) in (11) to obtain the conditional
probability of the first product term, using (15) for the
conditional probability of the second product term, and
integrating (13) over i, we then obtain the complete
expression for the SER for the case as

P (e|signal 1s jammed)
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(16)

where

2
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2.3 Probability of symbol error when signal branch
not jammed

When all n interference tones in the FH band are not in
signal branch, n + 1 output branches of the envelope
detector will follow Rician distributions and the rest
M —n — 1 branches will follow Rayleigh distributions.
Similarly, we will assume that the signal tone is present
in the first output branch and = interference tones are in
the next consecutive branches. In this case, the SER can

be expressed as

Py, (€]signal 1s not jammed)
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Once again, the probability P(Rg > Rp2) for the
second equality of (18) can be calculated by substituting
the following parameters into (11)

2 2 2l e
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By the same mean, the conditional probability for the
second product term is found to be
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Finally, we can combine together every equations we
have derived to compute for the total SER of NC-
FH/MFSK system under IMT] in (3). Then. using (4),
we can easily convert the total SER to BER.

3 NC-FH/MFSK sYSTEM UNDER PBJ

With PBJ strategy, we will assume that the total inter-
ference power received, Pjr. is being spreaded across a
continuous bandwidth B; using direct sequence spread
spectrum modulation (DSSS). If By is the entire band-
width then the jamming ratio, p. equals B,/By < 1.
Instead of interference tones. we are now considering
the interferece as another kind of noise, in addition to
AWGN, with its power spectral density (PSD) equal to
N, Pr_Br Br_Ng
BJ BT B] P

where N;p = P,;r/Br is the equivalent PSD level of the
interference noise over bandwidth Br.

Besides, we will also assume that, if an FH band is
jammed, all Af frequency slots of the FH band will
be jammed. The probability that an FH band will get
jammed thus equals to p whereas the probability that an
FH band will not get jammed is 1 —p. When an FH band
is jammed., all of its A frequency slots will be corrupted
by both the interference noise and the thermal AWGN;
thus, the total noise power (¢2) in a jammed FH band
can be expressed as

(21)
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where 07, and o}, are the powers of the interference noise
and the thermal noise respectively. Now, we can consider

the total SER of an NC-FH/MFSK system under PB] by
Pi(e) =

2 2
or—n]+0

(22)

P(hop is jammed) - Py(elhop 1s jammed)
+ P(hop not jamnmed) - Py(elhop not jammed)

p - Ps(clhop 1s jammed)

+(1 = p) - P.(elhop not jammed) (23)



3.1 Probability of symbol error given an FH band is
jammed

When an FH band is jammed, the interference noise will
superimpose AWGN and the total noise power 0% can
be found using (22). The SER given that an FH band
is jammed can be calculated using (7) with o2 being
replaced by o2. By doing so, we can obtain the SER as
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3.2 Probability of symbol error given an FH band is
not jammed

In contrary. when an FH band is not jammed. AWGN
will be the only noise source corrupting the transmitted
signal tone. The SER given that an FH band is not
jammed can be found using (7}.
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Then, we must substitute (24) and (25) into (23) to
complete the analysis for the SER of the NC-FH/MFSK
system under PB]. Once the total SER is obtained, the
BER of the system can also be calculated using (4).

4 THE COMBINED-JAMMING
MODEL

In the previous sections, detailed derivations have
been given to calculate the BER performance of NC-
FH/MFSK system under IMT] and PBJ strategies. Due
the scenarios on which the derivations base and the
use of the term “jamming”, the final SER expressions
obtained may appear useful only to some military pur-
poses. However, if we consider an environment where
more than one NC-FH/MFSK systems/links share the
same spectrum, while a transmitter is sending a signal
to a receiver, other transmitters may also communicate
with their correspoding receivers. A receiver may re-
ceive signal tones other than that transmitted from its
intended transmitter. Thus, instead of being jammed by
the interference tones intentionally transmitted from a
jammer, the signal is now interfered by the interference
tones from numbers of transmitters sharing the same
channel. so-called cochannel interference. Because they
originate from different transmitters, these interference
tones are randomly distributed across the entire band-
width. Except for their origins, the characteristic of these
interference tones is very similar to that of the jamming
tones in IMT] strategy. In this circumstance, the BER
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performance of an NC-FH/MFSK system can then be
calculated as if it is jammed by IMT].

Besides the cochannel interference, in the real practice,
a receiver may also receive some other interferences
from external networks. Because, this paper focuses
on the NC-FH/MFSK system constructed using 1EEE
802.11(FH) equipment, the external interference could
come from IEEE 802.11 b/g wireless local area network
(WLAN), which coexists on the same area and operates
on the same 2.4 GHz frequency spectrum. In this case,
we can then model the coexisting DSSS-modulated in-
terference as a partial-band interference or interference
noise in the PB] strategy. Then. to calculate the BER
performance of an NC-FH/MFSK system/link under
the cochannel and the coexisting-network interference,
we must combine together the BER expressions for the
system under IMT] and PB]J strategies.

For ease of representation, let us define A as the event
that an FH band is jammed by the interference noise
from the coexisting network and A’ as the event that
an FH band is not jammed by the interference noise.
Recalling from (23), we can calculate the probability of
symbol error by

Py(e) = P(A)- Py(e | A) + P(A) - Py(e | A (26)

If there are ¢ interference tones from g interfering
transmiitters, the number of interference tones in an FH
band will be a value within the range of |0, min(q, AM)].
For ease of representation, we then define By as the event
when an FH band is not jammed and B, as the event
when the hop is jammed by n interference tones where
n € [1.min(q, M)]. Now, if we incorporate the effect of
the interference tones, (26) can then be re-written as
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The second equality in the equation is derived from the
fact that the interference tones and the interference noise
are independent, so event A is independent from event
By and B,,.

If the interference noise is known to spread over a
bandwidth B; of the entire bandwidth Br. then P(A)
equals to the jamming ratio p = B,/Br and P(A') thus




equals (1 p). Also, because N and ¢ or the total number
of FH bands and total number of interference tones are
known parameters, we can easily calculate P(By) and
P(B,,) from (5) and (9) respectively.

Next, let us consider the conditional probabilities in
(27). Under the condition of event A, there will be no
interference noise in the FH band, hence, AWGN will be
the only noise corrupting the signal tone. The total noise
power in the FH band, ¢%, is thus equal to the AWGN
power, 02. P(¢| A" N By) and Ps(e| A N B,) can then
be evaluated using (7) and (10). Contrarily, when the
interference noise exists, under the condition of event
A, the total noise power in the FH band now becomes
the sum of AWGN power and the interference noise
power, i.e. 03 = g2+02. And. to calculate Py(e|.AN By)
and P.(e| AN B,). we must replace o2 with 0% while
calculating (7) and (10).

5 THE COMBINED-JAMMING MODEL FOR THE
CHANNEL ASSIGNMENT IN MR-FH WMNs

As an example, this section will discuss how the
combined-jamming model can be employed to model the
interferences in multi-radio frequency-hopping wireless
mesh networks (MR-FH WMNs) and aid in the assign-
ment of channels to the radio interfaces.

Wireless mesh networks (WMNs) consist of mesh
routers and mesh clients, where mesh routers have min-
imal mobility and form the backbone of WMNs. They
provide network access for both mesh and conventional
clients. The integration of WMNs with other networks
such as the Internet, cellular, IEEE 802.11, 1IEEE 802.15,
IEEE 802.16, sensor networks, etc., can be accomplished
through the gateway and bridging functions in the mesh
routers. Mesh clients can be either stationary or mobile,
and can form a client mesh network among themselves
and with mesh routers [9]. The IEEE 802.11b/g and 1EEE
802.11a standards define 3 and 12 non-overlapping fre-
quency channels, respectively. Using multiple channels
in MR WMNs greatly improves the network throughput
[11]. One of the most important design questions for an
MR WMN is the channel assignment problem, i.e., how
to bind each radio interface to a radio channel {10]. As
the number of radio interfaces increases, mesh routers
tend to interfere more with each other; thus, the capacity
of the network drops.

To achieve the reasonable throughput from WMN,
several publications, {12]- [15], have proposed algo
rithms, which are focused to reduce cochannel interfer-
ences by carefully managing how each node accesses to
the share media. In [12]. an interference-aware channel
assignment (CA) algorithm has been proposed for IEEE
802.11 a/b/g MR WMN. The centralized CA algorithm
was designed by taking into account both the interfer-
ences among router nodes and the external interference
from coexisting network. To estimate the two types
of interferences, the author developed the multi-radio
Conflict Graph (MCG) and used it for modelling the

interferences among router nodes while, for the coex-
isting network interference, the inherited radio-sensing
mechanism in the IEEE 802.11 a/b/g standards was
adopted to monitor for unrecognized radios periodically.
Also, in [13], the author has proposed an interference
model for partially overlapped channels and, to illustrate
its benefit, the model was thus used to enhance the
performance of two previously proposed CA algorithms.

In this paper, we consider the channel assignment
problem in an MR-FH WMN in which each router
node is equipped with multiple NC-FH/MFSK radio
interfaces. As previously suggested. these router nodes
can be implemented cost-efficiently using COTS IEEE
802.11(FH) equipments. In spite of how they are imple-
mented, to establish the network, we assuime that the
router nodes are deployed uniformly and lightly over a
rural region so that the distances from any router node to
its surrounding neighbors are indifferent and each node
will have only a few neighbors surrounding them.

Each node is comprised of at least two different radio
interfaces, one for a control channel and all the oth-
ers for information channels. For an enhanced security
during information transmissions, every interface des-
ignated for information are specifically choosen to be
NC-FH/MFSK radio system while, for the controlling
purpose, the interface can be of any radio systems other
than the NC-FH/MFSK, e.g. IEEE 802.11 a. Only impor-
tant thing is that the two channel types are on different
frequency ranges, hence they do not interfere. We as-
sume that the transmission power and radio parameters
for every NC-FH/MFSK interface are homogenous and
known and each node is perfectly aware of its own
coordinate position.

In the entire bandwidth By for NC-FH/MFSK radio,
we assume that there are N FH bands available and, to
achieve the greatest benefit of having multiple interfaces
a node, we divide the FH bands into b interleaving
and non-colliding hopping patterns to enable concurrent
links. Each hopping pattern thus has ~, = N/b FH
bands, each with M possible signal frequency slots, and
there will be the total of N,M frequency slots. Because
these patterns are interleaving and non-colliding, a link
using one hopping pattern will not interfere with that
on the other patterns. Hence, it is possible for any
nodes with multiple NC-FH/MFSK interfaces to support
concurrent information links without having them inter-
fering with each other, if the links are performed using
different hopping patterns.

1t can be observed that the hopping patterns here is,
in fact, very similar to the radio channels in IEEE 802.11
a/b/g. Hence. the decision as to which hopping pattern
is suitable for a specific link can also be determined by
the CA algorithm. similar to those in [12]- [15]. at the
setup phase of the network.

In this paper, we have adopted the interference-aware
CA algorithm previously proposed in [12] and modified
it to suit with the assignment of hopping patterns in our
NC-FH/MFSK WMN mainly by introducing an appro-



priate interference model for estimating the link's BER.
By doing so. it should also be noted that we have just
defined the BER as a metric for measuring the severity
of the interferences on the links.

Since every router node has the same transmission
power and NC-FH/MFSK radio parameters, the trans-
mission range will be the same for every router node
and, in this paper, we define the transmission range to
cover approximately the distance of one hop and the
interference range is assummed to be twice as far as the
transmission range or, roughly. a two-hop distance.

Now, let's gain some insight on the network by con-
sidering the process during setting up of the mesh.
Since each mesh router is previously assumed to have
a control channel, it is further assumed that the control
channels of every router node are, by default, set to an
encrypted cornmon channel. After the router nodes are
setup. they will immediately forward the information,
such as node |Ds, coordinate locations, transmission
powers, and number of interfaces, to a pre-assigned
center node (PAC), which will collect all the information
and construct a map of the network and the MCG as
defined in [12]. Then, PAC will execute the CA algorithm
to assign hopping patterns to links of each routers,
starting from PAC itself then moving outward to those
surrouding PAC within the first hop, the second hop,
and so on. It should be noted that, among those within
the same hop distance from PAC, the algorithm will start
at the closest node to PAC first. Once the assignment is
ended. PAC then notifies the router nodes to set their
radios accordingly.

When a node acquires the list of hopping patterns
assigned. instead of using them directly as the hopping
sequences for the designated interfaces, it will sort the
FH bands associated with each pattern, one pattern at a
time, and randomly shuffle the order of the FH bands
to create a new hopping sequence that is distinct. But,
because one link involves two nodes, only one node on
the link should obviously perform the shuffling process,
otherwise the hopping sequence between two nodes will
not match and the link will never be formed. Therefore,
we specify that the node with lower ID on the link will
execute the shuffling process and then inform the new
hopping sequence to the other node using the control
channel. At the completion of the process, the mesh is
then formed and nodes will communicate accordingly.

It is noted, however, because the main CA algorithm
used in this paper is an an interference-aware one, which
is considered as an adapted version of the original
BFS-CA algorithm in [12]. Hence, a direct information
transmission between two specific neighbors may not ac-
tually exist, unless an addition topology-control code is
inserted into the algorithm. But, due to the avalability of
the common channel for control signal, the information
can then be tranmitted directly between the two neigh-
bors of interest using a temporary link on the common
channel. Besides, the advantage of having a common
control channel also applies in the case when a node

is required to broadcast information to its neighbors.

Thus far, we have already picked up some ideas about
how the network operates and how the CA algorithm is
used to assign the hopping patterns. As an illustration of
how interferences can be evaluated by the CA algorithm,
let us consider an example scenario shown in Fig. 1.
Here, six router nodes are used to setup a simple mesh
network and each node is labeled corresponding to its
name and number of its NC-FH/MFSK interfaces. For
example, A-2 means node A is equipped with two NC-
FH/MFSK interfaces. Here, we assume that the total of
N FH bands are divided into two hopping patterns and
node A is the PAC node. At the time being, we assume
the algorithm has been running for some times and some
of the links have already been assigned with hopping
patterns; A—B (the link between node A and node B)
and C—E are assigned to pattern 1 while A—C and B—D
are allocated to pattern 2. The algorithm is now running
for C—F.

First, let us consider if C—F is to be assigned with
pattern 1. Because the interference range is defined as
the distance of two hop, every link within the two-hop
radius of node C is thus considered a conflict /interfering
link to C—F; namely A—B, A—C, and C—E. However,
should C—F be taken on pattern 1, the transmissions
on A—C in pattern 2 no longer interfere with it; hence,
the BER calculation should take into account only A—B
and C—E, which use the same hopping pattern as C«F.
Let's now assume information is being transmited as
NC-FH/MFSK signal tones from node F to node C and
node A to node B. During the transmissions, node E
has also started to transmit information to node C using
another interface of node C. Therefore, as a receiver,
node C will pickup not only the desired signal tones
from node E and F but also undesired interference tones
from A. The algorithm consider node C as a reference
receiver (node C is the closer node in C—F to PAC) and
node F as a reference transmitter, every tone transmitted
from node F is then the desired signal tone to node C
while those from node A and node E are considered
as cochannel interferences. Similarly, if C—F is to be
assigned with pattern 2, A—C is thus its conflict link
and the tone transmitted from node A is regarded as
cochannel interference. Because the hopping sequence
used on any link comes from the randomly-shuffled FH
bands of the hopping pattern assigned to it, every tone
transmittied will be randomly distributed on the entire
bandwidth and independent of each other. Therefore,
we are allowed to model the cochannel interferences as
the independent interference tones in IMT]. However,
it is noted that the interference tones in IMT] strategy
are actually equal in power and, furthermore, every
tone is always tranmitted with different frequency slot.
But, with C—F being assigned with pattern 1, it is
obvious that the interference tones from node A and
node E will have different powers due to their different
distances from node C. Besides, the interference tones
from node A and node E can also be transmitted on the
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Fig. 1. An Example of Interferences in WMN.

same frequency slot because their hopping sequences are
totally random and independent.

However, if we consider the practical configuration,
1EEE 802.11 (FH) equipment uses 26 FH bands per pat-
tern and 4-level Gaussian FSK modulation, i.e. N, = 26
and M = 4. The total number of frequency slots per
pattern thus equal N, M = 104 slots, which is quite a
lot. Besides, if we consider a lightly-deployed network,
each node will be surrounded by a few neighbors and,
among these neighbors, only those use the same hopping
patterns are likely to introduce cochannel interferences.
The number of cochannel interference tones in each
pattern is hence small. In other word, there will be
a lot more frequency slots than the interference tones
and the probability of having interference tones being
transmitted on the same frequency slot is literally ne-
glegible. Subsequently, for the equal-power constrain,
since we have assumed nodes are uniformly deployed-
which is usually valid with typical backbone network
deployment-hence the distances between nodes will be
slightly different and we can easily cope by using the
avarage power of the interference tones received.

Now, let us cover in more detail on the case when
C—F is to assigned with hopping pattern 1. In this
case, the total number of independent interference tones
for pattern I, ¢, is equal to two since there are two
interference tones being received at node C; one from
node A and the other from node E. The received powers
of the signal from node F and the interference tones from
node A and node E can be found using the free-space
pathloss model, 25],

D = & I)’]‘

]kl =K d_2
where d is the distance between transmitter and receiver
node, Py, is the received power of the signal tranmitted
from node k and received at node [, and Pr is the
transmitted power. The constant K can be determined
by the transmitting and receiving anttenna gains and
the wavelength of the transmitted signal. Since all these
parameters are assumed to be known, we can easily
calculate the received power of signal tone (Pg¢) and
the received powers of interference tones from node A
and node E (P4 and Pg¢) using (28). Then, we can find
the average received power of the interference tones at
node C (P](' = %{I)Ap + PE(*]).

(28)
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Fig. 2. A frequency-domain illustratation of interference
tones (cochannel interferences) and interference noise
(coexisting-network interference) of an MR-FH WMNs
with 2 hopping patterns available.

Next, it is assummed that a site survey has been per-
formed prior to installation and, because the prospective
site is a rural area, only an JEEE 802.11 b WLAN is coex-
isiting on the site. The interference from the network can
be modeled as the partial-band interference noise in PB)
strategy. The power of interference noise received at each
node in our MR-FH WMN usually varies and depends
on the distance between node and the interfering source.
We can define o7, as the power of the interference noise
being received at router node k. And if N, is the number
of FH bands that are jammed by the interference noise,
the entire-bandwidth jamming ratio can then expressed
as p = N, /N. But, because hopping patterns are formed
by interleaving and non-colliding FH bands, N; jammed
FH bands will be equally partitioned to each pattern.
In this case, the jamming ratio of hopping pattern i or
p: will be the same as the entire-bandwidth jamming
ratio, p. It should be noted that 02, at node k and p,
are the parameters known to PAC after the site survey
is performed.

To estimate the SER associated with any hopping
pattern being assigned to a link, we can use (27) of
the combined-jamming analysis in the previous section
to account for the effect caused the cochannel and
coexisting-network interferences. Table | illustrates the
values for some important parameters used in (27) to
calculate the SER when C—F in Fig. 1 is to be assigned
with hopping pattern 1. Note that, in the table, the
scattering ray powers for signal and interference tone
are sel to zero because no fading channel is assumed
in this example. In general, the parameters can be set
accordingly to reflect the actual characteristic of the
fading channel.

Using the SER values obtained from (27) and con-
verting them into BER by (4), the CA algorithm then
compares the BER costs associated with each hopping
pattern and decide the most appropriate patterns for
C—F

As a numerical example of the performance predicted
by the combined-jamming interference model, Fig. 3 il-
lustrates the plots of the BER values obtained when C«»F
is to be assigned to each hopping pattern. We assumed
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that N = 78 and the modulation is NC-FH/4FSK (Af=4).
Since there are two hopping patterns (b = 2) used in
the example scenario in Fig. 1, thus N, = N/b = 39
FH bands per pattern. S/ (signal-to-interference-noise
ratio) represents the ratio of signal power to interference
noise/coexisting network interference power and SNR
(signal-to noise ratio) denotes the ratio of signal power
to AWGN power. Mathematically, these ratios can be
expressed as

Py

})
SR e L.
. olloga M

= o
af,\_loggl\l

(29)

For the scenario in Fig. I with NC-FH/4FSK modula
tion, S/ equals I’F(~/2a;zc and SN R equals Prpc/202.
In the simulation, we assume that router node F is
the closest node to node C, then node A , and node
E. respectively. But, because these nodes are uniformly
deployed. thus their distances from node C are not so
different. Consequently, we have set the powers of the
signal tones received at node C as Pgc 1.1P4¢
1.2Pg¢. Furthermore, it is assumed that the external
IEEE 802.11 b network is operating on one of the three
non-overlapping channels in 2.4 GHz band. So, p is set
to approximately 0.3 and p, p2 = p = 0.3 due to
interleaving hopping patterns.

From Fig. 3, we can observe that, regardless of S/t
value, the BER obtained when C—F is assigned with
hopping pattern 1 always larger than that with hopping
pattern 2; the CA algorithm thus assigns hopping pattern
2 to C«>F. 1t can be observed that the interference noise
contributes a very little effect on our selection for the
most appropriate pattern. This is because we assumed
hopping patterns are interleaving ,hence the effect of
interference noise appears as a constant offset on every
pattern and get cancelled when the BER's for each
pattern are accounted in comparison.

Now, if we drop the requirement for interleaving hop-
ping patterns. each pattern will be differently exposed to
the interference noise and, in this case, the selection can
be made more accurately if the interference noise is, as
well, considered. Fig. 4 illustrates the BER performances
for the same example in Fig. 3 but with non-interleaving
hopping patterns. To obtain the result in the figure, we

SIR (dB)

Fig. 3. The NC-FH/4FSK performances obtained from
the combined-jamming interference model when C—F is
assigned with interleaving hopping patterns.
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Fig. 4. The NC-FH/4FSK performances obtained from
the combined-jamming interference model when Ce-F is
assigned with non-interleaving hopping patterns.

assumed the total number of jammed FH bands, N,
pN = 0.3 x 78 = 23 is differently partitioned into pattern
1 and pattern 2; four jammed FH bands to pattern 1
and the rest nineteen to pattern 2. Obviously, we can
observe that the choice of appropriate pattern is now
depending not only on the interference tones but also on
the external interference noise received at node C. Unless
the interference noise is received with SR lower than
8 dB, pattern 2 will be the most appropriate choice for
C«F. Comparing with the result from Fig. 3, we can see
clearly the influence of the external interference noise on
the choice of appropriate pattern when non-interleaving
patterns are used.

6 EXTENDED STUuDY: NC-FH/MFSK PER-
FORMANCE UNDER WORST-CASE IMTJ AND
PBJ

As a direct benefit fromn the SER derivations in Sec-

tion 2 and Section 3, in this section, we further inves
tigate the performance of NC-FH/MFSK system with




Rician fading channels under IMT] and PBJ strategies.
First, we consider the performance of the system under
each jamming strategy seperately and then we compare
them together to determine the most effective strategy-
provided that the total power of the interference at the
receiver, Py, is fixed. Starting from this point, we will
define the signal-to-jamming ratio as
SJR = Ey _ P,NM
A\'J-l PJ ]‘logg(,\])
Since By and FE, are constant system parameters, SJR
is inversely proportional to P;7.

(30)

6.1
IMTJ

Figure 5 represents the plot of the BER performances for
NC-FH/4FSK system with Rician fading channel against
the tone jamming ratio or -y, which is the ratio between
number of equal power interference tones transmitted
from the jammer and the total number of FH bands in the
entire bandwidth, i.e. v = ¢/N. As SJR varies from 0 to
25 dB, P,7 decreases from 2000P, 1o 2P,: each SJR curve
then represents a fixed P,7. As we initially increased
g by increasing ~. the BER value tends to increase.
This is because increasing ¢ will increase the chance
that an interference tone will get to jam the hopping
signal frequency. Though increasing ¢ will also reduce
the inidividual interference tone power (P; = P;7/q).
but because P, is started with a value much larger than
P, (for example. P, = 200P, at SJR=10dB} and, at the
beginning, ¢ is only a small number, the resulting P is
still larger than P, and strong enough to cause the bit
error in the system.

NC-FH/MFSK performance under worst-case
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Fig. 5. BER performances for NC-FH/4FSK with Rician
fading channels against the tone jamming ratio,~, at vari-
ous SJR values.

However, after certain values of ¢ where individual
interference tone power F°; become more critical, increas-
ing ¢ will now reduce the P; even further. Although
the bandwidth Br is occupied by more and more in-
terference tones as g increases, but these tone are now at
very low power. So. the receiver can better differentiate

signal from interference tones and system BER starts to
decrease; this causes the BER peaks as seen in Figure 5
for SJR = 5 to 25 dB. Similar result is also reportted in
Figure 6 of [3]. However, it should be noted that the
probability of symbol error given a hop is jamimed by n
interference in the signal branch was calculated in (19}
of [3] using a double-integral equation while, in (16)
in our analysis, the same probabilty is evaluated more
efficiently by via a single integration.

Until now, we have seen how the total number of
interference tones (q) affects the BER of the system. To
deploy the total interference power effectively, we must
find the number of interference tones, which introduces
the highest BER to the system, so-called worst-case
number of interference tones (g,..). From Fig. 5, q,,. can
be determined via v at each BER peak and it is not
surprising that g, in this case is the value of ¢ that
makes P, = P,.

Unfortunately, due to the complexity of the total SER
expression, there is no closed-form formula for deter-
mining the exact g¢,.. Besides, results from extensive
simulations have shown that ¢, varies not only with
SJR, but also with the characteristics of fading channels.
To determine the exact q,.. system performance must
be numerically plotted every time the channels change.
The procedure is time-consuming and, apparently, im-
practical. Nevertheless, we have observed from recursive
simulations that, regardless of the channel conditions,
the BER peaks for low to moderate SJ R values (5dB to
20dB) are normally broad enough to allow the values in
vicinity to be nearly as effective. So, if a small error is
tolerable, the ¢, for low to moderate SJR can always
be estimated instantly by gu. = Pyr/P..

6.2 NC-FH/MFSK performance under worst-case
PBJ

Unlike IMT], the performance of NC-FH/MFSK under
PBJ and the closed-form expression for calculating the
most-efficient jamming ratio or the worst-case jamming
ratio (p,,)} for the strategy have been widely studied in
many publications. In [4], the inverse-linear relationship
between BER and E,/N;r has been discovered and,
without the effect of AWGN and fading channel, the
condition for the worst-case NC-FH/MFSK performance
has been provided. In [6]. the worst-case performance of
NC-FH/MFSK under PBJ has been considered with the
effect of AWGN being accounted. It has been shown that
Pwe is proportional to a constant that depends on Ey /Ny
and inversely proportional to E,/N;7. Further in [8], p,,.
for PBJ strategy on NC-FH/BFSK system with AWGN
and Rician channel has been provided in a closed-form
expression, which also indicates the inverse relationship
between p,,. and Ey/N;7.

It can be observed that, though accounts for both
AWCGN and Rician fading channel, the closed-form ex
pression for p,,. in [8] is only applicable to NC-FH/BFSK
(M = 2). For the general case of NC-FH/MFSK, the




complexity of the BER expression increases dramatically
and solving for p,. from mathematical approach is
nearly impossible. However, from the findings of the
previous studies, it is reasonable for us to speculate
also the same inverse-proportion relationship between
puwe and Ep/N,r for the case of NC-FH/MFSK system
with AWGN and Rician channel. In fact, the results from
our simulations has actually verified the existence of the
inverse-proportion relationship. So, Ey/Ng and Ey/Njr
are defined as signal-to-noise ratio (SNR) and signal-
to-jamming ratio (SJR). the condition for p,. can be
expressed as

15; SIR< A

we = 31

o 7111’71(%. 1), SIR> A (81)

For a given M, constant A depends only on SN R while

constant B depends on both the Rician factor of the

signal tone, K;, and SNR. The numerical values of A

and B can be found in Table 2(a) for Af = 4 and in

Table 2(b) for M = 16. For any other values of SN

and K, we also provide the general expression for
estimating p,,. as

0.5, C<SJR<(C+ 3dB)

0.2, (C+3dB) < SJR < (C + 6dB)
P iaae =G OLLG (C+6dB) < SJR < (C + 9dB)

0.07, (C+9dB) < SJR < (C+ 11dB)

0.03, (C+11dB)< SJR < 25dB

0.01, SJR>25dB

(32)
where. for a given M, C is a constant depending on SN R
and #V';. The numerical value for C is provided in Table 3.

It should be noted that p.q; .. is only a value of the
jamming ratio, which causes almost as large BER as the
actual worst-case one. Thus, it may not be the same value
as the actual p,.. given by (31). Also, when calculating
for pue or pest_we. one should be advised that SJR in
(31) must be used in linear scale while that in (32) is
proper with dB.

The worst-case BER performances for NC-FH/4FSK
system with Rician fading channel under PB] is pre-
sented in Fig. 6. Compared to broadband jamming (BBJ,
p = 1). the BER obtained using p,. is higher than
that obtained using p=1; thus, we can see clearly the
effectiveness of the PB] strategy using p.... as oppose
to thal with a fixed p value. Also, it should be noted
thal the BER obtained from p._u. is almost as high as
that obtained using the actual p,,..

6.3 Comparison between worst-case
worst-case PBJ

The BER performances of NC-FH/4FSK system under
worst-case IMT] and worst case PB] are compared in

IMTJ and

1, SJR<Cor SNR < 5dB or Ky < 2dB

TABLE 2
Constants A and B for determining the worst-case
jamming ratio (py..)

(a) M=4
SNR A B
(dB) K1 (dB)
5 7 10 13 15 100
8 360 720 425 290 240 225 200
10 214 410 285 214 185 175 160
1335 150 285 215 170 150 145 135
15 140 265 200 160 145 140 130
20 125 235 180 150 135 130 1.20
100 120 220 175 145 130 125 120
(b) M=16
SNR A B
(dB) K, (dB} o
5 7 10 13 15 100
[} 165 255 180 140 120 115 1.05
10 120 200 150 120 105 100 095
1335 095 165 130 105 095 090 085
15 090 155 125 100 091 090 085
20 080 145 115 095 090 085 080
100 080 140 115 095 085 085 080
TABLE 3

Constant C for determining the estimated worst-case
jamming ratio (pest_we)

SNR A C (dB)
N —
3to8dB 8t015dB  >15dB
2 o 8 7
4 12 6 5
5to8dB 8 8 4 3
16 6 3 2
32 4 2 1
— 75— .
4 6 3 3
8t015dB 8 4 2 1
16 3 1 1
32 2 1 0
2 7 55 4
4 5 3 2
>15dB 8 3 1 1
16 2 1 0
32 1 0 1

Fig. 7. Here, we obtained the BER curve for IMT] just
by taking the peak BER's at various SJR curves shown
in Fig. 5. It can be seen that the worst-case PB] always
causes higher BER to the system than IMT]. regardless
of the SJR values. Hence, for NC-FH/4FSK with Rician
fading channels and given the values of P, and P, i.e.
afixed SJR, PB] will be more effective jamming strategy
than IMT]. On the other hand, if we compare IMT] to the
BBJ, we can observe that, at low SJR, the BB] strategy
will cause higher BER to the system than IMT] does;
but, at moderate to high SJR, it is IMT] that introduces
higher BER to the system.

7 CONCLUSION

In this paper, we have analyzed the BER performance of
NC-FH/MFSK system with AWGN and Rician fading
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Fig. 6. Comparison of BER performances for NC-
FH/4FSK under BBJ, worst-case PBJ, and estimated
worst-case PBJ.
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Fig. 7. Comparison of BER performances for FH/4FSK
under BBJ, worst-case PBJ, and worst-case IMTJ.

under IMT] and PBJ. The results the analyses are benefit
not only to the prediction of the system performance
under the jamming scenarios, but also in modeling in-
terferences in MR-FH WMNSs. We have observed that the
interference tones in IMT] strategy are, in fact, similar to
the cochannel interference in MR-FH WMNs and any
wideband interference from the coxisting network out
side of the mesh can also be modeled as the partial-band
interference in PB] strategy. Consequently, the combined-
jamming interference analysis has been developed to
account for the cochanel and coexisting-network inter-
ferences in MR-FH WMNs. Next, we have illustrated the
usefulness of the combined-jamming model through the
channel assignment problem in a rural 1EEE 802.11 MR-
FH WMN. By incorporating the developed model into
a CA algorithm, typically used for assigning channels
to IEEE 802.11 a/b/g MR-WMNs, we have enabled
the algorithm to estimate the cost assoiciating with the
assignment of a hopping pattern to a radio interface of
router node and allowed it efficiently manage the shared
frequency resource.

As an additional study, we also investigated the per-
formance degradation of NC-FH/MFSK system under

IMT] and PBJ strategies with AWGN and Rician fading
channel being accounted. For IMT] with low to moderate
SJR, we can estimate g, or the worst-case number of
interference tones by choosing ¢ that makes the power of
each interference tone approximately equal to the signal
tone power, i.e. P, = P,. Then, for the case of PB], we
have provided not only an expression for evaluating the
actual worst-case jamming ratio. but also an expression
to estimate the p,.., which is applicable to almost all M-
ary FH/FSK system and fading condition. Plotted BER
curves has verified the effectiveness of PB] using p,.. or
Pest,, over BB] with p = 1. Finally. we have compared
the performance of IMT] and PBJ strategies and it is
observed that, for NC-FH/4FSK with AWCN and Rician
channel, IMT] strategy is less effective than PB] strategy.
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